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Preface to the Third Edition

The first edition of this text appeared in 1950, and it was so well received that
it went through a second printing the very next year. Throughout the next three
decades it maintained its position as the acknowledged standard text for the
introductory Classical Mechanics course in graduate level physics curricula
throughout the United States, and in many other countries around the world.
Some major institutions also used it for senior level undergraduate Mechanics.
Thirty years later, in 1980, a second edition appeared which was “a through-going
revision of the first edition.” The preface to the second edition contains the fol-
lowing statement: “I have tried to retain, as much as possible, the advantages of
the first edition while taking into account the developments of the subject itself,
its position in the curriculum, and its applications to other fields.” This is the
philosophy which has guided the preparation of this third edition twenty more
years later.

The second edition introduced one additional chapter on Perturbation The-
ory, and changed the ordering of the chapter on Small Oscillations. In addition it
added a significant amount of new material which increased the number of pages
by about 68%. This third edition adds still one more new chapter on Nonlinear
Dynamics or Chaos, but counterbalances this by reducing the amount of material
in several of the other chapters, by shortening the space allocated to appendices,
by considerably reducing the bibliography, and by omitting the long lists of sym-
bols. Thus the third edition is comparable in size to the second.

In the chapter on relativity we have abandoned the complex Minkowski space
in favor of the now standard real metric. Two of the authors prefer the complex
metric because of its pedagogical advantages (HG) and because it fits in well with
Clifford Algebra formulations of Physics (CPP), but the desire to prepare students
who can easily move forward into other areas of theory such as field theory and
general relativity dominated over personal preferences. Some modern notation
such as 1-forms, mapping and the wedge product is introduced in this chapter.

The chapter on Chaos is a necessary addition because of the current interest
in nonlinear dynamics which has begun to play a significant role in applications
of classical dynamics. The majority of classical mechanics problems and appli-
cations in the real world include nonlinearities, and it is important for the student
to have a grasp of the complexities involved, and of the new properties that can
emerge. It is also important to realize the role of fractal dimensionality in chaos.

New sections have been added and others combined or eliminated here and
there throughout the book, with the omissions to a great extent motivated by the
desire not to extend the overall length beyond that of the second edition. A section

ix
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x Preface to the Third Edition

was added on the Euler and Lagrange exact solutions to the three body problem.
In several places phase space plots and Lissajous figures were appended to illus-
trate solutions. The damped-driven pendulum was discussed as an example that
explains the workings of Josephson junctions. The symplectic approach was clar-
ified by writing out some of the matrices. The harmonic oscillator was treated
with anisotropy, and also in polar coordinates. The last chapter on continua and
fields was formulated in the modern notation introduced in the relativity chap-
ter. The significances of the special unitary group in two dimensions SU(2) and
the special orthogonal group in three dimensions SO(3) were presented in more
up-to-date notation, and an appendix was added on groups and algebras. Special
tables were introduced to clarify properties of ellipses, vectors, vector fields and
1-forms, canonical transformations, and the relationships between the spacetime
and symplectic approaches.

Several of the new features and approaches in this third edition had been men-
tioned as possibilities in the preface to the second edition, such as properties of
group theory, tensors in non-Euclidean spaces, and “new mathematics” of theoret-
ical physics such as manifolds. The reference to “One area omitted that deserves
special attention—nonlinear oscillation and associated stability questions” now
constitutes the subject matter of our new Chapter 11 “Classical Chaos.” We de-
bated whether to place this new chapter after Perturbation theory where it fits
more logically, or before Perturbation theory where it is more likely to be covered
in class, and we chose the latter. The referees who reviewed our manuscript were
evenly divided on this question.

The mathematical level of the present edition is about the same as that of the
first two editions. Some of the mathematical physics, such as the discussions of
hermitean and unitary matrices, was omitted because it pertains much more to
quantum mechanics than it does to classical mechanics, and little used notations
like dyadics were curtailed. Space devoted to power law potentials, Cayley-Klein
parameters, Routh’s procedure, time independent perturbation theory, and the
stress-energy tensor was reduced. In some cases reference was made to the second
edition for more details. The problems at the end of the chapters were divided into
“derivations” and “exercises,” and some new ones were added.

The authors are especially indebted to Michael A. Unseren and Forrest M.
Hoffman of the Oak Ridge National laboratory for their 1993 compilation of
errata in the second edition that they made available on the Internet. It is hoped
that not too many new errors have slipped into this present revision. We wish to
thank the students who used this text in courses with us, and made a number of
useful suggestions that were incorporated into the manuscript. Professors Thomas
Sayetta and the late Mike Schuette made helpful comments on the Chaos chapter,
and Professors Joseph Johnson and James Knight helped to clarify our ideas
on Lie Algebras. The following professors reviewed the manuscript and made
many helpful suggestions for improvements: Yoram Alhassid, Yale University;
Dave Ellis, University of Toledo; John Gruber, San Jose State; Thomas Handler,
University of Tennessee; Daniel Hong, Lehigh University; Kara Keeter, Idaho
State University; Carolyn Lee; Yannick Meurice, University of Iowa; Daniel
Marlow, Princeton University; Julian Noble, University of Virginia; Muham-
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Preface to the Third Edition xi

mad Numan, Indiana University of Pennsylvania; Steve Ruden, University of
California, Irvine; Jack Semura, Portland State University; Tammy Ann Smecker-
Hane, University of California, Irvine; Daniel Stump, Michigan State University;
Robert Wald, University of Chicago; Doug Wells, Idaho State University.

We thank E. Barreto, P. M. Brown, C. Chien, C. Chou, F. Du, R. F. Gans,
I. R. Gatland, C. G. Gray, E. J. Guala, Jr, S. Gutti, D. H. Hartmann, M. Horbatsch,
J. Howard, K. Jagannathan, R. Kissmann, L. Kramer, O. Lehtonen, N. A.
Lemos, J. Palacios, R. E. Reynolds, D. V. Sathe, G. T. Seidler, J. Suzuki,
A. Tenne-Sens, J. Williams, and T. Yu for providing us with corrections in
previous printings. We also thank Martin Tiersten for pointing out the errors in
Figures 3.7 and 3.13 that occurred in the earlier editions and the first few printings
of this edition.

A list of corrections for all printings are on the Web at 〈http://astro.physics.sc.
edu/goldstein/goldstein.html〉. Additions to this listing may be emailed to the
address given on that page.

It has indeed been an honor for two of us (CPP and JLS) to collaborate as
co-authors of this third edition of such a classic book fifty years after its first
appearance. We have admired this text since we first studied Classical Mechan-
ics from the first edition in our graduate student days (CPP in 1953 and JLS in
1960), and each of us used the first and second editions in our teaching through-
out the years. Professor Goldstein is to be commended for having written and later
enhanced such an outstanding contribution to the classic Physics literature.

Above all we register our appreciation and acknolwedgement in the words of
Psalms (19:1):

O ‘ι o ’vρανoι διηγ ov̂νται δoξαν �εov̂

Flushing, New York HERBERT GOLDSTEIN

Columbia, South Carolina CHARLES P. POOLE, JR.
Columbia, South Carolina JOHN L. SAFKO

July, 2002

The publishers would like to thank Dr R. Jagannathan, Deputy Registrar
(Education), Vinayaka Missions University, Chennai, for his valuable sugges-
tions and inputs in enhancing the content of this book to suit the requirements
of Indian and other Asian universities.
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Preface to the Second Edition

The prospect of a second edition of Classical Mechanics, almost thirty years after
initial publication, has given rise to two nearly contradictory sets of reactions.
On the one hand it is claimed that the adjective “classical” implies the field is
complete, closed, far outside the mainstream of physics research. Further, the
first edition has been paid the compliment of continuous use as a text since it
first appeared. Why then the need for a second edition? The contrary reaction
has been that a second edition is long overdue. More important than changes in
the subject matter (which have been considerable) has been the revolution in the
attitude towards classical mechanics in relation to other areas of science and tech-
nology. When it appeared, the first edition was part of a movement breaking with
older ways of teaching physics. But what were bold new ventures in 1950 are the
commonplaces of today, exhibiting to the present generation a slightly musty and
old-fashioned air. Radical changes need to be made in the presentation of classical
mechanics.

In preparing this second edition, I have attempted to steer a course some-
where between these two attitudes. I have tried to retain, as much as possible,
the advantages of the first edition (as I perceive them) while taking some account
of the developments in the subject itself, its position in the curriculum, and its
applications to other fields. What has emerged is a thorough-going revision of the
first edition. Hardly a page of the text has been left untouched. The changes have
been of various kinds:

Errors (some egregious) that I have caught, or which have been pointed out to
me, have of course been corrected. It is hoped that not too many new ones have
been introduced in the revised material.

The chapter on small oscillations has been moved from its former position
as the penultimate chapter and placed immediately after Chapter 5 on rigid body
motion. This location seems more appropriate to the usual way mechanics courses
are now being given. Some material relating to the Hamiltonian formulation has
therefore had to be removed and inserted later in (the present) Chapter 8.

A new chapter on perturbation theory has been added (Chapter 11). The last
chapter, on continuous systems and fields, has been greatly expanded, in keeping
with the implicit promise made in the Preface to the first edition.

New sections have been added throughout the book, ranging from one in Chap-
ter 3 on Bertrand’s theorem for the central-force potentials giving rise to closed
orbits, to the final section of Chapter 12 on Noether’s theorem. For the most part
these sections contain completely new material.

xii
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In various sections arguments and proofs have been replaced by new ones that
seem simpler and more understandable, e.g., the proof of Euler’s theorem in Chap-
ter 4. Occasionally, a line of reasoning presented in the first edition has been
supplemented by a different way of looking at the problem. The most important
example is the introduction of the symplectic approach to canonical transforma-
tions, in parallel with the older technique of generating functions. Again, while the
original convention for the Euler angles has been retained, alternate conventions,
including the one common in quantum mechanics, are mentioned and detailed
formulas are given in an appendix.

As part of the fruits of long experience in teaching courses based on the book,
the body of exercises at the end of each chapter has been expanded by more than
a factor of two and a half. The bibliography has undergone similar expansion,
reflecting the appearance of many valuable texts and monographs in the years
since the first edition. In deference to—but not in agreement with—the present
neglect of foreign languages in graduate education in the United States, references
to foreign-language books have been kept down to a minimum.

The choices of topics retained and of the new material added reflect to some
degree my personal opinions and interests, and the reader might prefer a different
selection. While it would require too much space (and be too boring) to discuss
the motivating reasons relative to each topic, comment should be made on some
general principles governing my decisions. The question of the choice of math-
ematical techniques to be employed is a vexing one. The first edition attempted
to act as a vehicle for introducing mathematical tools of wide usefulness that
might be unfamiliar to the student. In the present edition the attitude is more one
of caution. It is much more likely now than it was 30 years ago that the student
will come to mechanics with a thorough background in matrix manipulation.
The section on matrix properties in Chapter 4 has nonetheless been retained,
and even expanded, so as to provide a convenient reference of needed formu-
las and techniques. The cognoscenti can, if they wish, simply skip the section.
On the other hand, very little in the way of newer mathematical tools has been
introduced. Elementary properties of group theory are given scattered mention
throughout the book. Brief attention is paid in Chapters 6 and 7 to the manip-
ulation of tensors in non-Euclidean spaces. Otherwise, the mathematical level
in this edition is pretty much the same as in the first. It is more than adequate
for the physics content of the book, and alternate means exist in the curriculum
for acquiring the mathematics needed in other branches of physics. In particular
the “new mathematics” of theoretical physics has been deliberately excluded. No
mention is made of manifolds or diffeomorphisms, of tangent fibre bundles or
invariant tori. There are certain highly specialized areas of classical mechanics
where the powerful tools of global analysis and differential topology are use-
ful, probably essential. However, it is not clear to me that they contribute to
the understanding of the physics of classical mechanics at the level sought in
this edition. To introduce these mathematical concepts, and their applications,
would swell the book beyond bursting, and serve, probably, only to obscure
the physics. Theoretical physics, current trends to the contrary, is not merely
mathematics.
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In line with this attitude, the complex Minkowski space has been retained for
most of the discussion of special relativity in order to simplify the mathematics.
The bases for this decision (which it is realized goes against the present fashion)
are given in detail on pages 292–293.

It is certainly true that classical mechanics today is far from being a closed
subject. The last three decades have seen an efflorescence of new developments
in classical mechanics, the tackling of new problems, and the application of the
techniques of classical mechanics to far-flung reaches of physics and chemistry. It
would clearly not be possible to include discussions of all of these developments
here. The reasons are varied. Space limitations are obviously important. Also,
popular fads of current research often prove ephemeral and have a short lifetime.
And some applications require too extensive a background in other fields, such
as solid-state physics or physical chemistry. The selection made here represents
something of a personal compromise. Applications that allow simple descriptions
and provide new insights are included in some detail. Others are only briefly men-
tioned, with enough references to enable the student to follow up his awakened
curiosity. In some instances I have tried to describe the current state of research
in a field almost entirely in words, without mathematics, to provide the student
with an overall view to guide further exploration. One area omitted deserves
special mention—nonlinear oscillation and associated stability questions. The
importance of the field is unquestioned, but it was felt that an adequate treatment
deserves a book to itself.

With all the restrictions and careful selection, the book has grown to a size
probably too large to be covered in a single course. A number of sections have
been written so that they may be omitted without affecting later developments
and have been so marked. It was felt however that there was little need to mark
special “tracks” through the book. Individual instructors, familiar with their own
special needs, are better equipped to pick and choose what they feel should be
included in the courses they give.

I am grateful to many individuals who have contributed to my education in
classical mechanics over the past thirty years. To my colleagues Professors Frank
L. DiMaggio, Richard W. Longman, and Dean Peter W. Likins I am indebted for
many valuable comments and discussions. My thanks go to Sir Edward Bullard
for correcting a serious error in the first edition, especially for the gentle and gra-
cious way he did so. Professor Boris Garfinkel of Yale University very kindly
read and commented on several of the chapters and did his best to initiate me
into the mysteries of celestial mechanics. Over the years I have been the grateful
recipient of valuable corrections and suggestions from many friends and strangers,
among whom particular mention should be made of Drs. Eric Ericsen (of Oslo
University), K. Kalikstein, J. Neuberger, A. Radkowsky, and Mr. W. S. Pajes.
Their contributions have certainly enriched the book, but of course I alone am
responsible for errors and misinterpretations. I should like to add a collective
acknowledgment and thanks to the authors of papers on classical mechanics that
have appeared during the last three decades in the American Journal of Physics,
whose pages I hope I have perused with profit.
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The staff at Addison-Wesley have been uniformly helpful and encouraging.
I want especially to thank Mrs. Laura R. Finney for her patience with what must
have seemed a never-ending process, and Mrs. Marion Howe for her gentle but
persistent cooperation in the fight to achieve an acceptable printed page.

To my father, Harry Goldstein , I owe more than words can describe for
his lifelong devotion and guidance. But I wish at least now to do what he would
not permit in his lifetime—to acknowledge the assistance of his incisive criticism
and careful editing in the preparation of the first edition. I can only hope that
the present edition still reflects something of his insistence on lucid and concise
writing.

I wish to dedicate this edition to those I treasure above all else on this earth,
and who have given meaning to my life—to my wife, Channa, and our children,
Penina Perl, Aaron Meir, and Shoshanna.

And above all I want to register the thanks and acknowledgment of my heart,
in the words of Daniel (2:23):

Kew Gardens Hills, New York HERBERT GOLDSTEIN

January 1980



“M00 Goldstein 9788131758915 FM” — 2011/2/15 — page xvi — #16

Preface to the First Edition

An advanced course in classical mechanics has long been a time-honored part
of the graduate physics curriculum. The present-day function of such a course,
however, might well be questioned. It introduces no new physical concepts to
the graduate student. It does not lead him directly into current physics research.
Nor does it aid him, to any appreciable extent, in solving the practical mechanics
problems he encounters in the laboratory.

Despite this arraignment, classical mechanics remains an indispensable part
of the physicist’s education. It has a twofold role in preparing the student for
the study of modern physics. First, classical mechanics, in one or another of
its advanced formulations, serves as the springboard for the various branches
of modern physics. Thus, the technique of action-angle variables is needed for
the older quantum mechanics, the Hamilton-Jacobi equation and the principle
of least action provide the transition to wave mechanics, while Poisson brackets
and canonical transformations are invaluable in formulating the newer quantum
mechanics. Secondly, classical mechanics affords the student an opportunity to
master many of the mathematical techniques necessary for quantum mechanics
while still working in terms of the familiar concepts of classical physics.

Of course, with these objectives in mind, the traditional treatment of the sub-
ject, which was in large measure fixed some fifty years ago, is no longer adequate.
The present book is an attempt at an exposition of classical mechanics which
does fulfill the new requirements. Those formulations which are of importance
for modern physics have received emphasis, and mathematical techniques usually
associated with quantum mechanics have been introduced wherever they result
in increased elegance and compactness. For example, the discussion of central
force motion has been broadened to include the kinematics of scattering and the
classical solution of scattering problems. Considerable space has been devoted to
canonical transformations, Poisson bracket formulations, Hamilton-Jacobi theory,
and action-angle variables. An introduction has been provided to the variational
principle formulation of continuous systems and fields. As an illustration of the
application of new mathematical techniques, rigid body rotations are treated from
the standpoint of matrix transformations. The familiar Euler’s theorem on the
motion of a rigid body can then be presented in terms of the eigenvalue problem
for an orthogonal matrix. As a consequence, such diverse topics as the inertia
tensor, Lorentz transformations in Minkowski space, and resonant frequencies of
small oscillations become capable of a unified mathematical treatment. Also, by
this technique it becomes possible to include at an early stage the difficult con-

xvi
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cepts of reflection operations and pseudotensor quantities, so important in modern
quantum mechanics. A further advantage of matrix methods is that “spinors” can
be introduced in connection with the properties of Cayley-Klein parameters.

Several additional departures have been unhesitatingly made. All too often,
special relativity receives no connected development except as part of a highly
specialized course which also covers general relativity. However, its vital impor-
tance in modern physics requires that the student be exposed to special relativ-
ity at an early stage in his education. Accordingly, Chapter 6 has been devoted
to the subject. Another innovation has been the inclusion of velocity-dependent
forces. Historically, classical mechanics developed with the emphasis on static
forces dependent on position only, such as gravitational forces. On the other hand,
the velocity-dependent electromagnetic force is constantly encountered in modern
physics. To enable the student to handle such forces as early as possible, velocity-
dependent potentials have been included in the structure of mechanics from the
outset, and have been consistently developed throughout the text.

Still another new element has been the treatment of the mechanics of continu-
ous systems and fields in Chapter 11, and some comment on the choice of material
is in order. Strictly interpreted, the subject could include all of elasticity, hydro-
dynamics, and acoustics, but these topics lie outside the prescribed scope of the
book, and adequate treatises have been written for most of them. In contrast, no
connected account is available on the classical foundations of the variational prin-
ciple formulation of continuous systems, despite its growing importance in the
field theory of elementary particles. The theory of fields can be carried to consid-
erable length and complexity before it is necessary to introduce quantization. For
example, it is perfectly feasible to discuss the stress-energy tensor, microscopic
equations of continuity, momentum space representations, etc., entirely within
the domain of classical physics. It was felt, however, that an adequate discussion
of these subjects would require a sophistication beyond what could naturally be
expected of the student. Hence it was decided, for this edition at least, to limit
Chapter 11 to an elementary description of the Lagrangian and Hamiltonian for-
mulation of fields.

The course for which this text is designed normally carries with it a prerequisite
of an intermediate course in mechanics. For both the inadequately prepared grad-
uate student (an all too frequent occurrence) and the ambitious senior who desires
to omit the intermediate step, an effort was made to keep the book self-contained.
Much of Chapters 1 and 3 is therefore devoted to material usually covered in the
preliminary courses.

With few exceptions, no more mathematical background is required of the
student than the customary undergraduate courses in advanced calculus and
vector analysis. Hence considerable space is given to developing the more
complicated mathematical tools as they are needed. An elementary acquaintance
with Maxwell’s equations and their simpler consequences is necessary for
understanding the sections on electromagnetic forces. Most entering graduate
students have had at least one term’s exposure to modern physics, and frequent
advantage has been taken of this circumstance to indicate briefly the relation
between a classical development and its quantum continuation.
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xviii Preface to the First Edition

A large store of exercises is available in the literature on mechanics, easily
accessible to all, and there consequently seemed little point to reproducing an
extensive collection of such problems. The exercises appended to each chapter
therefore have been limited, in the main, to those which serve as extensions of
the text, illustrating some particular point or proving variant theorems. Pedantic
museum pieces have been studiously avoided.

The question of notation is always a vexing one. It is impossible to achieve
a completely consistent and unambiguous system of notation that is not at the
same time impracticable and cumbersome. The customary convention has been
followed by indicating vectors by bold face Roman letters. In addition, matrix
quantities of whatever rank, and tensors other than vectors, are designated by
bold face sans serif characters, thus: A. An index of symbols is appended at the
end of the book, listing the initial appearance of each meaning of the important
symbols. Minor characters, appearing only once, are not included.

References have been listed at the end of each chapter, for elaboration of the
material discussed or for treatment of points not touched on. The evaluations
accompanying these references are purely personal, of course, but it was felt nec-
essary to provide the student with some guide to the bewildering maze of literature
on mechanics. These references, along with many more, are also listed at the end
of the book. The list is not intended to be in any way complete, many of the older
books being deliberately omitted. By and large, the list contains the references
used in writing this book, and must therefore serve also as an acknowledgement
of my debt to these sources.

The present text has evolved from a course of lectures on classical mechanics
that I gave at Harvard University, and I am grateful to Professor J. H. Van Vleck,
then Chairman of the Physics Department, for many personal and official encour-
agements. To Professor J. Schwinger, and other colleagues I am indebted for many
valuable suggestions. I also wish to record my deep gratitude to the students in
my courses, whose favorable reaction and active interest provided the continuing
impetus for this work.

Cambridge, Mass. HERBERT GOLDSTEIN

March 1950
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C H A P T E R

1 Survey of the
Elementary Principles

The motion of material bodies formed the subject of some of the earliest research
pursued by the pioneers of physics. From their efforts there has evolved a vast
field known as analytical mechanics or dynamics, or simply, mechanics. In the
present century the term “classical mechanics” has come into wide use to denote
this branch of physics in contradistinction to the newer physical theories, espe-
cially quantum mechanics. We shall follow this usage, interpreting the name to
include the type of mechanics arising out of the special theory of relativity. It is
the purpose of this book to develop the structure of classical mechanics and to
outline some of its applications of present-day interest in pure physics. Basic to
any presentation of mechanics are a number of fundamental physical concepts,
such as space, time, simultaneity, mass, and force. For the most part, however,
these concepts will not be analyzed critically here; rather, they will be assumed as
undefined terms whose meanings are familiar to the reader.

1.1 MECHANICS OF A PARTICLE

Let r be the radius vector of a particle from some given origin and v its vector
velocity:

v = dr
dt
. (1.1)

The linear momentum p of the particle is defined as the product of the particle
mass and its velocity:

p = mv. (1.2)

In consequence of interactions with external objects and fields, the particle may
experience forces of various types, e.g., gravitational or electrodynamic; the vec-
tor sum of these forces exerted on the particle is the total force F. The mechanics
of the particle is contained in Newton’s second law of motion, which states that
there exist frames of reference in which the motion of the particle is described by
the differential equation

F = dp
dt

≡ ṗ, (1.3)

1
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or

F = d

dt
(mv). (1.4)

In most instances, the mass of the particle is constant and Eq. (1.4) reduces to

F = m
dv
dt

= ma, (1.5)

where a is the vector acceleration of the particle defined by

a = d2r
dt2

. (1.6)

The equation of motion is thus a differential equation of second order, assuming
F does not depend on higher-order derivatives.

A reference frame in which Eq. (1.3) is valid is called an inertial or Galilean
system. Even within classical mechanics the notion of an inertial system is some-
thing of an idealization. In practice, however, it is usually feasible to set up a co-
ordinate system that comes as close to the desired properties as may be required.
For many purposes, a reference frame fixed in Earth (the “laboratory system”)
is a sufficient approximation to an inertial system, while for some astronomical
purposes it may be necessary to construct an inertial system (or inertial frame) by
reference to distant galaxies.

Many of the important conclusions of mechanics can be expressed in the form
of conservation theorems, which indicate under what conditions various mechan-
ical quantities are constant in time. Equation (1.3) directly furnishes the first of
these, the

Conservation Theorem for the Linear Momentum of a Particle: If the total force,
F, is zero, then ṗ = 0 and the linear momentum, p, is conserved.

The angular momentum of the particle about point O , denoted by L, is defined
as

L = r3 p, (1.7)

where r is the radius vector from O to the particle. Notice that the order of the
factors is important. We now define the moment of force or torque about O as

N = r3F. (1.8)

The equation analogous to (1.3) for N is obtained by forming the cross product of
r with Eq. (1.4):

r3F = N = r3
d

dt
(mv). (1.9)
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Equation (1.9) can be written in a different form by using the vector identity:

d

dt
(r3mv) = v3mv + r3

d

dt
(mv), (1.10)

where the first term on the right obviously vanishes. In consequence of this iden-
tity, Eq. (1.9) takes the form

N = d

dt
(r3mv) = dL

dt
≡ L̇. (1.11)

Note that both N and L depend on the point O , about which the moments are
taken.

As was the case for Eq. (1.3), the torque equation, (1.11), also yields an imme-
diate conservation theorem, this time the

Conservation Theorem for the Angular Momentum of a Particle: If the total
torque, N, is zero then L̇ = 0, and the angular momentum L is conserved.

Next consider the work done by the external force F upon the particle in going
from point 1 to point 2. By definition, this work is

W12 =
∫ 2

1
F ? ds. (1.12)

For constant mass (as will be assumed from now on unless otherwise specified),
the integral in Eq. (1.12) reduces to

∫
F ? ds = m

∫
dv
dt

? v dt = m

2

∫
d

dt
(v2) dt,

and therefore

W12 = m

2
(v2

2 − v2
1). (1.13)

The scalar quantity mv2/2 is called the kinetic energy of the particle and is
denoted by T , so that the work done is equal to the change in the kinetic energy:

W12 = T2 − T1. (1.14)

If the force field is such that the work W12 is the same for any physically
possible path between points 1 and 2, then the force (and the system) is said to be
conservative. An alternative description of a conservative system is obtained by
imagining the particle being taken from point 1 to point 2 by one possible path
and then being returned to point 1 by another path. The independence of W12 on
the particular path implies that the work done around such a closed circuit is zero,
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i.e.: ∮
F ? ds = 0. (1.15)

Physically it is clear that a system cannot be conservative if friction or other dis-
sipation forces are present, because F ? ds due to friction is always positive and
the integral cannot vanish.

By a well-known theorem of vector analysis, a necessary and sufficient condi-
tion that the work, W12, be independent of the physical path taken by the particle
is that F be the gradient of some scalar function of position:

F = −∇V (r), (1.16)

where V is called the potential, or potential energy. The existence of V can be
inferred intuitively by a simple argument. If W12 is independent of the path of
integration between the end points 1 and 2, it should be possible to express W12
as the change in a quantity that depends only upon the positions of the end points.
This quantity may be designated by −V , so that for a differential path length we
have the relation

F ? ds = −dV

or

Fs = −∂V

∂s
,

which is equivalent to Eq. (1.16). Note that in Eq. (1.16) we can add to V any
quantity constant in space, without affecting the results. Hence the zero level of V
is arbitrary.

For a conservative system, the work done by the forces is

W12 = V1 − V2. (1.17)

Combining Eq. (1.17) with Eq. (1.14), we have the result

T1 + V1 = T2 + V2, (1.18)

which states in symbols the

Energy Conservation Theorem for a Particle: If the forces acting on a particle
are conservative, then the total energy of the particle, T + V , is conserved.

The force applied to a particle may in some circumstances be given by the
gradient of a scalar function that depends explicitly on both the position of the
particle and the time. However, the work done on the particle when it travels a
distance ds,

F ? ds = −∂V

∂s
ds,
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is then no longer the total change in −V during the displacement, since V also
changes explicitly with time as the particle moves. Hence, the work done as the
particle goes from point 1 to point 2 is no longer the difference in the function V
between those points. While a total energy T + V may still be defined, it is not
conserved during the course of the particle’s motion.

1.2 MECHANICS OF A SYSTEM OF PARTICLES

In generalizing the ideas of the previous section to systems of many particles,
we must distinguish between the external forces acting on the particles due to
sources outside the system, and internal forces on, say, some particle i due to all
other particles in the system. Thus, the equation of motion (Newton’s second law)
for the i th particle is written as

∑
j

F j i + F(e)i = ṗi , (1.19)

where F(e)i stands for an external force, and F j i is the internal force on the i th
particle due to the j th particle (Fi i , naturally, is zero). We shall assume that the
Fi j (like the F(e)i ) obey Newton’s third law of motion in its original form: that the
forces two particles exert on each other are equal and opposite. This assumption
(which does not hold for all types of forces) is sometimes referred to as the weak
law of action and reaction.

Summed over all particles, Eq. (1.19) takes the form

d2

dt2

∑
i

mi ri =
∑

i

F(e)i +
∑

i, j
i �= j

F j i . (1.20)

The first sum on the right is simply the total external force F(e), while the second
term vanishes, since the law of action and reaction states that each pair Fi j + F j i

is zero. To reduce the left-hand side, we define a vector R as the average of the
radii vectors of the particles, weighted in proportion to their mass:

R =
∑

mi ri∑
mi

=
∑

mi ri

M
. (1.21)

The vector R defines a point known as the center of mass, or more loosely as the
center of gravity, of the system (cf. Fig. 1.1). With this definition, (1.20) reduces
to

M
d2R
dt2

=
∑

i

F(e)i ≡ F(e), (1.22)
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O

mj

rj

R

mi

ri

Center of mass

FIGURE 1.1 The center of mass of a system of particles.

which states that the center of mass moves as if the total external force were
acting on the entire mass of the system concentrated at the center of mass.
Purely internal forces, if the obey Newton’s third law, therefore have no effect
on the motion of the center of mass. An oft-quoted example is the motion of
an exploding shell—the center of mass of the fragments traveling as if the
shell were still in a single piece (neglecting air resistance). The same princi-
ple is involved in jet and rocket propulsion. In order that the motion of the
center of mass be unaffected, the ejection of the exhaust gases at high veloc-
ity must be counterbalanced by the forward motion of the vehicle at a slower
velocity.

By Eq. (1.21) the total linear momentum of the system,

P =
∑

mi
dri

dt
= M

dR
dt
, (1.23)

is the total mass of the system times the velocity of the center of mass. Conse-
quently, the equation of motion for the center of mass, (1.23), can be restated as
the

Conservation Theorem for the Linear Momentum of a System of Particles: If the
total external force is zero, the total linear momentum is conserved.

We obtain the total angular momentum of the system by forming the cross
product ri 3 pi and summing over i . If this operation is performed in Eq. (1.19),
there results, with the aid of the identity, Eq. (1.10),

∑
i

(ri 3 ṗi ) =
∑

i

d

dt
(ri 3pi ) = L̇ =

∑
i

ri 3F(e)i +
∑

i, j
i �= j

ri 3F j i . (1.24)
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FIGURE 1.2 The vector ri j between the i th and j th particles.

The last term on the right in (1.24) can be considered a sum of the pairs of the
form

ri 3F j i + r j 3Fi j = (ri − r j )3F j i , (1.25)

using the equality of action and reaction. But ri − r j is identical with the vector
ri j from j to i (cf. Fig. 1.2), so that the right-hand side of Eq. (1.25) can be written
as

ri j 3F j i .

If the internal forces between two particles, in addition to being equal and
opposite, also lie along the line joining the particles—a condition known as
the strong law of action and reaction—then all of these cross products vanish.
The sum over pairs is zero under this assumption and Eq. (1.24) may be written in
the form

dL
dt

= N(e). (1.26)

The time derivative of the total angular momentum is thus equal to the moment
of the external force about the given point. Corresponding to Eq. (1.26) is the

Conservation Theorem for Total Angular Momentum: L is constant in time if the
applied (external) torque is zero.

(It is perhaps worthwhile to emphasize that this is a vector theorem; i.e., Lz

will be conserved if N (e)
z is zero, even if N (e)

x and N (e)
y are not zero.)

Note that the conservation of linear momentum in the absence of applied forces
assumes that the weak law of action and reaction is valid for the internal forces.
The conservation of the total angular momentum of the system in the absence of
applied torques requires the validity of the strong law of action and reaction—that
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the internal forces in addition be central. Many of the familiar physical forces,
such as that of gravity, satisfy the strong form of the law. But it is possible to
find forces for which action and reaction are equal even though the forces are not
central (see below). In a system involving moving charges, the forces between
the charges predicted by the Biot-Savart law may indeed violate both forms of
the action and reaction law.* Equations (1.23) and (1.26), and their corresponding
conservation theorems, are not applicable in such cases, at least in the form given
here. Usually it is then possible to find some generalization of P or L that is
conserved. Thus, in an isolated system of moving charges it is the sum of the
mechanical angular momentum and the electromagnetic “angular momentum” of
the field that is conserved.

Equation (1.23) states that the total linear momentum of the system is the same
as if the entire mass were concentrated at the center of mass and moving with it.
The analogous theorem for angular momentum is more complicated. With the
origin O as reference point, the total angular momentum of the system is

L =
∑

i

ri 3 pi .

Let R be the radius vector from O to the center of mass, and let r′i be the radius
vector from the center of mass to the i th particle. Then we have (cf. Fig. 1.3)

ri = r′i + R (1.27)

FIGURE 1.3 The vectors involved in the shift of reference point for the angular
momentum.

*If two charges are moving uniformly with parallel velocity vectors that are not perpendicular to the
line joining the charges, then the net mutual forces are equal and opposite but do not lie along the
vector between the charges. Consider, further, two charges moving (instantaneously) so as to “cross
the T,” i.e., one charge moving directly at the other, which in turn is moving at right angles to the first.
Then the second charge exerts a nonvanishing magnetic force on the first, without experiencing any
magnetic reaction force at that instant.
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and

vi = v′i + v

where

v = dR
dt

is the velocity of the center of mass relative to O , and

v′i =
dr′i
dt

is the velocity of the i th particle relative to the center of mass of the system. Using
Eq. (1.27), the total angular momentum takes on the form

L =
∑

i

R3mi v +
∑

i

r′i 3mi v′i +
(∑

i

mi r′i

)
3 v + R3

d

dt

∑
i

mi r′i .

The last two terms in this expression vanish, for both contain the factor
∑

mi r′i ,
which, it will be recognized, defines the radius vector of the center of mass in the
very coordinate system whose origin is the center of mass and is therefore a null
vector. Rewriting the remaining terms, the total angular momentum about O is

L = R3 Mv +
∑

i

r′i 3 p′
i . (1.28)

In words, Eq. (1.28) says that the total angular momentum about a point O is
the angular momentum of motion concentrated at the center of mass, plus the
angular momentum of motion about the center of mass. The form of Eq. (1.28)
emphasizes that in general L depends on the origin O , through the vector R. Only
if the center of mass is at rest with respect to O will the angular momentum be
independent of the point of reference. In this case, the first term in (1.28) vanishes,
and L always reduces to the angular momentum taken about the center of mass.

Finally, let us consider the energy equation. As in the case of a single particle,
we calculate the work done by all forces in moving the system from an initial
configuration 1, to a final configuration 2:

W12 =
∑

i

∫ 2

1
Fi ? dsi =

∑
i

∫ 2

1
F(e)i ? dsi +

∑
i, j

i �= j

∫ 2

1
F j i ? dsi . (1.29)

Again, the equations of motion can be used to reduce the integrals to

∑
i

∫ 2

1
Fi ? dsi =

∑
i

∫ 2

1
mi v̇i ? vi dt =

∑
i

∫ 2

1
d

(
1

2
miv

2
i

)
.
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Hence, the work done can still be written as the difference of the final and initial
kinetic energies:

W12 = T2 − T1,

where T , the total kinetic energy of the system, is

T = 1

2

∑
i

miv
2
i . (1.30)

Making use of the transformations to center-of-mass coordinates, given in
Eq. (1.27), we may also write T as

T = 1

2

∑
i

mi (v + v′i ) ? (v + v′i )

= 1

2

∑
i

miv
2 + 1

2

∑
i

miv
′2
i + v ?

d

dt

(∑
i

mi r′i

)
,

and by the reasoning already employed in calculating the angular momentum, the
last term vanishes, leaving

T = 1

2
Mv2 + 1

2

∑
i

miv
′2
i (1.31)

The kinetic energy, like the angular momentum, thus also consists of two parts:
the kinetic energy obtained if all the mass were concentrated at the center of mass,
plus the kinetic energy of motion about the center of mass.

Consider now the right-hand side of Eq. (1.29). In the special case that the
external forces are derivable in terms of the gradient of a potential, the first term
can be written as

∑
i

∫ 2

1
F(e)i ? dsi = −

∑
i

∫ 2

1
∇i Vi ? dsi = −

∑
i

Vi

∣∣∣∣
2

1
,

where the subscript i on the del operator indicates that the derivatives are with
respect to the components of ri . If the internal forces are also conservative, then
the mutual forces between the i th and j th particles, Fi j and F j i , can be obtained
from a potential function Vi j . To satisfy the strong law of action and reaction, Vi j

can be a function only of the distance between the particles:

Vi j = Vi j (| ri − r j |). (1.32)

The two forces are then automatically equal and opposite,

F j i = −∇i Vi j = +∇ j Vi j = −Fi j , (1.33)
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and lie along the line joining the two particles,

∇Vi j (| ri − r j |) = (ri − r j ) f, (1.34)

where f is some scalar function. If Vi j were also a function of the difference of
some other pair of vectors associated with the particles, such as their velocities
or (to step into the domain of modern physics) their intrinsic “spin” angular mo-
menta, then the forces would still be equal and opposite, but would not necessarily
lie along the direction between the particles.

When the forces are all conservative, the second term in Eq. (1.29) can be
rewritten as a sum over pairs of particles, the terms for each pair being of the
form

−
∫ 2

1
(∇i Vi j ? dsi + ∇ j Vi j ? ds j ).

If the difference vector ri − r j is denoted by ri j , and if ∇i j stands for the gradient
with respect to ri j , then

∇i Vi j = ∇i j Vi j = −∇ j Vi j ,

and

dsi − ds j = dri − dr j = dri j ,

so that the term for the ij pair has the form

−
∫

∇i j Vi j ? dri j .

The total work arising from internal forces then reduces to

−1

2

∑
i, j

i �= j

∫ 2

1
∇i j Vi j ? dri j = −1

2

∑
i, j

i �= j

Vi j

∣∣∣∣
2

1
. (1.35)

The factor 1
2 appears in Eq. (1.35) because in summing over both i and j each

member of a given pair is included twice, first in the i summation and then in the
j summation.

From these considerations, it is clear that if the external and internal forces are
both derivable from potentials it is possible to define a total potential energy, V ,
of the system,

V =
∑

i

Vi + 1

2

∑
i, j

i �= j

Vi j , (1.36)

such that the total energy T + V is conserved, the analog of the conservation
theorem (1.18) for a single particle.
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The second term on the right in Eq. (1.36) will be called the internal potential
energy of the system. In general, it need not be zero and, more important, it may
vary as the system changes with time. Only for the particular class of systems
known as rigid bodies will the internal potential always be constant. Formally,
a rigid body can be defined as a system of particles in which the distances ri j

are fixed and cannot vary with time. In such case, the vectors dri j can only be
perpendicular to the corresponding ri j , and therefore to the Fi j . Therefore, in a
rigid body the internal forces do no work, and the internal potential must remain
constant. Since the total potential is in any case uncertain to within an additive
constant, an unvarying internal potential can be completely disregarded in dis-
cussing the motion of the system.

1.3 CONSTRAINTS

From the previous sections one might obtain the impression that all problems in
mechanics have been reduced to solving the set of differential equations (1.19):

mi r̈i = F(e)i +
∑

j

F j i .

One merely substitutes the various forces acting upon the particles of the system,
turns the mathematical crank, and grinds out the answers! Even from a purely
physical standpoint, however, this view is oversimplified. For example, it may be
necessary to take into account the constraints that limit the motion of the system.
We have already met one type of system involving constraints, namely rigid bod-
ies, where the constraints on the motions of the particles keep the distances ri j

unchanged. Other examples of constrained systems can easily be furnished. The
beads of an abacus are constrained to one-dimensional motion by the supporting
wires. Gas molecules within a container are constrained by the walls of the ves-
sel to move only inside the container. A particle placed on the surface of a solid
sphere is subject to the constraint that it can move only on the surface or in the
region exterior to the sphere.

Constraints may be classified in various ways, and we shall use the following
system. If the conditions of constraint can be expressed as equations connecting
the coordinates of the particles (and possibly the time) having the form

f (r1, r2, r3, . . . , t) = 0, (1.37)

then the constraints are said to be holonomic. Perhaps the simplest example of
holonomic constraints is the rigid body, where the constraints are expressed by
equations of the form

(ri − r j )
2 − c2

i j = 0.

A particle constrained to move along any curve or on a given surface is another
obvious example of a holonomic constraint, with the equations defining the curve
or surface acting as the equations of a constraint.
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Constraints not expressible in this fashion are called nonholonomic. The walls
of a gas container constitute a nonholonomic constraint. The constraint involved
in the example of a particle placed on the surface of a sphere is also nonholo-
nomic, for it can be expressed as an inequality

r2 − a2 ≥ 0

(where a is the radius of the sphere), which is not in the form of (1.37). Thus, in
a gravitational field a particle placed on the top of the sphere will slide down the
surface part of the way but will eventually fall off.

Constraints are further classified according to whether the equations of con-
straint contain the time as an explicit variable (rheonomous) or are not explicitly
dependent on time (scleronomous). A bead sliding on a rigid curved wire fixed
in space is obviously subject to a scleronomous constraint; if the wire is moving
in some prescribed fashion, the constraint is rheonomous. Note that if the wire
moves, say, as a reaction to the bead’s motion, then the time dependence of the
constraint enters in the equation of the constraint only through the coordinates
of the curved wire (which are now part of the system coordinates). The overall
constraint is then scleronomous.

Constraints introduce two types of difficulties in the solution of mechanical
problems. First, the coordinates ri are no longer all independent, since they are
connected by the equations of constraint; hence the equations of motion (1.19)
are not all independent. Second, the forces of constraint, e.g., the force that the
wire exerts on the bead (or the wall on the gas particle), is not furnished a pri-
ori. They are among the unknowns of the problem and must be obtained from the
solution we seek. Indeed, imposing constraints on the system is simply another
method of stating that there are forces present in the problem that cannot be spec-
ified directly but are known rather in terms of their effect on the motion of the
system.

In the case of holonomic constraints, the first difficulty is solved by the intro-
duction of generalized coordinates. So far we have been thinking implicitly in
terms of Cartesian coordinates. A system of N particles, free from constraints,
has 3N independent coordinates or degrees of freedom. If there exist holonomic
constraints, expressed in k equations in the form (1.37), then we may use these
equations to eliminate k of the 3N coordinates, and we are left with 3N − k inde-
pendent coordinates, and the system is said to have 3N − k degrees of freedom.
This elimination of the dependent coordinates can be expressed in another way,
by the introduction of new, 3N − k, independent variables q1, q2, . . . , q3N−k in
terms of which the old coordinates r1, r2, . . . , rN are expressed by equations of
the form

r1 = r1(q1, q2, . . . , q3N−k, t)

... (1.38)

rN = rN (q1, q2, . . . , q3N−k, t)
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FIGURE 1.4 Double pendulum.

containing the constraints in them implicitly. These are transformation equations
from the set of (rl) variables to the (ql) set, or alternatively Eqs. (1.38) can
be considered as parametric representations of the (rl) variables. It is always
assumed that we can also transform back from the (ql) to the (rl) set, i.e., that
Eqs. (1.38) combined with the k equations of constraint can be inverted to obtain
any qi as a function of the (rl) variable and time.

Usually the generalized coordinates, ql , unlike the Cartesian coordinates, will
not divide into convenient groups of three that can be associated together to
form vectors. Thus, in the case of a particle constrained to move on the surface
of a sphere, the two angles expressing position on the sphere, say latitude and
longitude, are obvious possible generalized coordinates. Or, in the example of
a double pendulum moving in a plane (two particles connected by an inexten-
sible light rod and suspended by a similar rod fastened to one of the particles),
satisfactory generalized coordinates are the two angles θ1, θ2. (Cf. Fig. 1.4.) Gen-
eralized coordinates, in the sense of coordinates other than Cartesian, are often
useful in systems without constraints. Thus, in the problem of a particle moving
in an external central force field (V = V (r)), there is no constraint involved,
but it is clearly more convenient to use spherical polar coordinates than Cartesian
coordinates. Do not, however, think of generalized coordinates in terms of con-
ventional orthogonal position coordinates. All sorts of quantities may be invoked
to serve as generalized coordinates. Thus, the amplitudes in a Fourier expansion
of r j may be used as generalized coordinates, or we may find it convenient to
employ quantities with the dimensions of energy or angular momentum.

If the constraint is nonholonomic, the equations expressing the constraint can-
not be used to eliminate the dependent coordinates. An oft-quoted example of
a nonholonomic constraint is that of an object rolling on a rough surface with-
out slipping. The coordinates used to describe the system will generally involve
angular coordinates to specify the orientation of the body, plus a set of coordi-
nates describing the location of the point of contact on the surface. The constraint
of “rolling” connects these two sets of coordinates; they are not independent.
A change in the position of the point of contact inevitably means a change in
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FIGURE 1.5 Vertical disk rolling on a horizontal plane.

its orientation. Yet we cannot reduce the number of coordinates, for the “rolling”
condition is not expressible as a equation between the coordinates, in the manner
of (1.37). Rather, it is a condition on the velocities (i.e., the point of contact is
stationary), a differential condition that can be given in an integrated form only
after the problem is solved.

A simple case will illustrate the point. Consider a disk rolling on the horizontal
xy plane constrained to move so that the plane of the disk is always vertical.
The coordinates used to describe the motion might be the x , y coordinates of the
center of the disk, an angle of rotation φ about the axis of the disk, and an angle
θ between the axis of the disk and say, the x axis (cf. Fig 1.5). As a result of the
constraint the velocity of the center of the disk, v, has a magnitude proportional
to φ̇,

v = aφ̇,

where a is the radius of the disk, and its direction is perpendicular to the axis of
the disk:

ẋ = v sin θ,

ẏ = −v cos θ.

Combining these conditions, we have two differential equations of constraint:

dx − a sin θdφ = 0,

dy + a cos θdφ = 0.
(1.39)

Neither of Eqs. (1.39) can be integrated without in fact solving the problem; i.e.,
we cannot find an integrating factor f (x, y, θ, φ) that will turn either of the equa-
tions into exact differentials (cf. Derivation 4).* Hence, the constraints cannot be
reduced to the form of Eq. (1.37) and are therefore nonholonomic. Physically we

*In principle, an integrating factor can always be found for a first-order differential equation of con-
straint in systems involving only two coordinates and such constraints are therefore holonomic. A
familiar example is the two-dimensional motion of a circle rolling on an inclined plane.
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can see that there can be no direct functional relation between φ and the other
coordinates x , y, and θ by noting that at any point on its path the disk can be
made to roll around in a circle tangent to the path and of arbitrary radius. At the
end of the process, x , y, and θ have been returned to their original values, but φ
has changed by an amount depending on the radius of the circle.

Nonintegrable differential constraints of the form of Eqs. (1.39) are of course
not the only type of nonholonomic constraints. The constraint conditions may
involve higher-order derivatives, or may appear in the form of inequalities, as we
have seen.

Partly because the dependent coordinates can be eliminated, problems involv-
ing holonomic constraints are always amenable to a formal solution. But there is
no general way to attack nonholonomic examples. True, if the constraint is nonin-
tegrable, the differential equations of constraint can be introduced into the prob-
lem along with the differential equations of motion, and the dependent equations
eliminated, in effect, by the method of Lagrange multipliers.

We shall return to this method at a later point. However, the more vicious cases
of nonholonomic constraint must be tackled individually, and consequently in the
development of the more formal aspects of classical mechanics, it is almost invari-
ably assumed that any constraint, if present, is holonomic. This restriction does
not greatly limit the applicability of the theory, despite the fact that many of the
constraints encountered in everyday life are nonholonomic. The reason is that the
entire concept of constraints imposed in the system through the medium of wires
or surfaces or walls is particularly appropriate only in macroscopic or large-scale
problems. But today physicists are more interested in atomic and nuclear prob-
lems. On this scale all objects, both in and out of the system, consist alike of
molecules, atoms, or smaller particles, exerting definite forces, and the notion of
constraint becomes artificial and rarely appears. Constraints are then used only
as mathematical idealizations to the actual physical case or as classical approxi-
mations to a quantum-mechanical property, e.g., rigid body rotations for “spin.”
Such constraints are always holonomic and fit smoothly into the framework of the
theory.

To surmount the second difficulty, namely, that the forces of constraint are
unknown a priori, we should like to so formulate the mechanics that the forces
of constraint disappear. We need then deal only with the known applied forces.
A hint as to the procedure to be followed is provided by the fact that in a particular
system with constraints, i.e., a rigid body, the work done by internal forces (which
are here the forces of constraint) vanishes. We shall follow up this clue in the
ensuing sections and generalize the ideas contained in it.

1.4 D’ALEMBERT’S PRINCIPLE AND LAGRANGE’S EQUATIONS

A virtual (infinitesimal) displacement of a system refers to a change in the con-
figuration of the system as the result of any arbitrary infinitesimal change of the
coordinates δri , consistent with the forces and constraints imposed on the system
at the given instant t . The displacement is called virtual to distinguish it from an
actual displacement of the system occurring in a time interval dt , during which
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the forces and constraints may be changing. Suppose the system is in equilibrium;
i.e., the total force on each particle vanishes, Fi = 0. Then clearly the dot product
Fi ? δri , which is the virtual work of the force Fi in the displacement δri , also
vanishes. The sum of these vanishing products over all particles must likewise be
zero: ∑

i

Fi ? δri = 0. (1.40)

As yet nothing has been said that has any new physical content. Decompose Fi

into the applied force, F(a)i , and the force of constraint, fi ,

Fi = F(a)i + fi , (1.41)

so that Eq. (1.40) becomes

∑
i

F(a)i ? δri +
∑

i

fi ? δri = 0. (1.42)

We now restrict ourselves to systems for which the net virtual work of the
forces of constraint is zero. We have seen that this condition holds true for rigid
bodies and it is valid for a large number of other constraints. Thus, if a particle is
constrained to move on a surface, the force of constraint is perpendicular to the
surface, while the virtual displacement must be tangent to it, and hence the virtual
work vanishes. This is no longer true if sliding friction forces are present, and we
must exclude such systems from our formulation. The restriction is not unduly
hampering, since the friction is essentially a macroscopic phenomenon. On the
other hand, the forces of rolling friction do not violate this condition, since the
forces act on a point that is momentarily at rest and can do no work in an infinites-
imal displacement consistent with the rolling constraint. Note that if a particle is
constrained to a surface that is itself moving in time, the force of constraint is
instantaneously perpendicular to the surface and the work during a virtual dis-
placement is still zero even though the work during an actual displacement in the
time dt does not necessarily vanish.

We therefore have as the condition for equilibrium of a system that the virtual
work of the applied forces vanishes:

∑
i

F(a)i ? δri = 0. (1.43)

Equation (1.43) is often called the principle of virtual work. Note that the coef-
ficients of δri can no longer be set equal to zero; i.e., in general F(a)i �= 0, since
the δri are not completely independent but are connected by the constraints. In
order to equate the coefficients to zero, we must transform the principle into a
form involving the virtual displacements of the qi , which are independent. Equa-
tion (1.43) satisfies our needs in that it does not contain the fi , but it deals only
with statics; we want a condition involving the general motion of the system.
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To obtain such a principle, we use a device first thought of by James Bernoulli
and developed by D’Alembert. The equation of motion,

Fi = ṗi ,

can be written as

Fi − ṗi = 0,

which states that the particles in the system will be in equilibrium under a force
equal to the actual force plus a “reversed effective force” −ṗi . Instead of (1.40),
we can immediately write ∑

i

(Fi − ṗi ) ? δri = 0, (1.44)

and, making the same resolution into applied forces and forces of constraint, there
results ∑

i

(F(a)i − ṗi ) ? δri +
∑

i

fi ? δri = 0.

We again restrict ourselves to systems for which the virtual work of the forces of
constraint vanishes and therefore obtain∑

i

(F(a)i − ṗi ) ? δri = 0, (1.45)

which is often called D’Alembert’s principle. We have achieved our aim, in that
the forces of constraint no longer appear, and the superscript (a) can now be
dropped without ambiguity. It is still not in a useful form to furnish equations
of motion for the system. We must now transform the principle into an expression
involving virtual displacements of the generalized coordinates, which are then
independent of each other (for holonomic constraints), so that the coefficients of
the δqi can be set separately equal to zero.

The translation from ri to q j language starts from the transformation equations
(1.38),

ri = ri (q1, q2, . . . , qn, t) (1.45′)

(assuming n independent coordinates), and is carried out by means of the usual
“chain rules” of the calculus of partial differentiation. Thus, vi is expressed in
terms of the q̇k by the formula

vi ≡ dri

dt
=
∑

k

∂ri

∂qk
q̇k + ∂ri

∂t
. (1.46)

Similarly, the arbitrary virtual displacement δri can be connected with the virtual
displacements δqi by

δri =
∑

j

∂ri

∂q j
δq j . (1.47)
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Note that no variation of time, δt , is involved here, since a virtual displacement
by definition considers only displacements of the coordinates. (Only then is the
virtual displacement perpendicular to the force of constraint if the constraint itself
is changing in time.)

In terms of the generalized coordinates, the virtual work of the Fi becomes

∑
i

Fi ? δri =
∑
i, j

Fi ?
∂ri

∂q j
δq j

=
∑

j

Q jδq j , (1.48)

where the Q j are called the components of the generalized force, defined as

Q j =
∑

i

Fi ?
∂ri

∂q j
. (1.49)

Note that just as the q’s need not have the dimensions of length, so the Q’s do
not necessarily have the dimensions of force, but Q jδq j must always have the
dimensions of work. For example, Q j might be a torque N j and dq j a differential
angle dθ j , which makes N j dθ j a differential of work.

We turn now to the other other term involved in Eq. (1.45), which may be
written as ∑

i

ṗi ? δri =
∑

i

mi r̈i ? δri .

Expressing δri by (1.47), this becomes

∑
i, j

mi r̈i ?
∂ri

∂q j
δq j .

Consider now the relation∑
i

mi r̈i ?
∂ri

∂q j
=
∑

i

[
d

dt

(
mi ṙi ?

∂ri

∂q j

)
− mi ṙi ?

d

dt

(
∂ri

∂q j

)]
. (1.50)

In the last term of Eq. (1.50) we can interchange the differentiation with respect
to t and q j , for, in analogy to (1.46),

d

dt

(
∂ri

∂q j

)
= ∂ ṙi

∂q j
=
∑

k

∂2ri

∂q j∂qk
q̇k + ∂2ri

∂q j∂t
,

= ∂vi

∂q j
,

by Eq. (1.46). Further, we also see from Eq. (1.46) that

∂vi

∂q̇ j
= ∂ri

∂q j
. (1.51)
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Substitution of these changes in (1.50) leads to the result that

∑
i

mi r̈i ?
∂ri

∂q j
=
∑

i

[
d

dt

(
mi vi ?

∂vi

∂ q̇ j

)
− mi vi ?

∂vi

∂q j

]
,

and the second term on the left-hand side of Eq. (1.45) can be expanded into

∑
j

{
d

dt

[
∂

∂q̇ j

(∑
i

1

2
miv

2
i

)]
− ∂

∂q j

(∑
i

1

2
miv

2
i

)
− Q j

}
δq j .

Identifying
∑

i
1
2 miv

2
i with the system kinetic energy T , D’Alembert’s principle

(cf. Eq. (1.45)) becomes

∑
j

{[
d

dt

(
∂T

∂ q̇ j

)
− ∂T

∂q j

]
− Q j

}
δq j = 0. (1.52)

Note that in a system of Cartesian coordinates the partial derivative of T with
respect to q j vanishes. Thus, speaking in the language of differential geometry,
this term arises from the curvature of the coordinates q j . In polar coordinates,
e.g., it is in the partial derivative of T with respect to the angle coordinate that the
centripetal acceleration term appears.

Thus far, no restriction has been made on the nature of the constraints other
than that they be workless in a virtual displacement. The variables q j can be any
set of coordinates used to describe the motion of the system. If, however, the con-
straints are holonomic, then it is possible to find sets of independent coordinates
q j that contain the constraint conditions implicitly in the transformation equations
(1.38). Any virtual displacement δq j is then independent of δqk , and therefore the
only way for (1.52) to hold is for the individual coefficients to vanish:

d

dt

(
∂T

∂ q̇ j

)
− ∂T

∂q j
= Q j . (1.53)

There are n such equations in all.
When the forces are derivable from a scalar potential function V ,

Fi = −∇i V .

Then the generalized forces can be written as

Q j =
∑

i

Fi ?
∂ri

∂q j
= −

∑
i

∇i V ?
∂ri

∂q j
,

which is exactly the same expression for the partial derivative of a function
−V (r1, r2, . . . , rN , t) with respect to q j :

Q j ≡ − ∂V

∂q j
. (1.54)
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See Eq. (1.47). Equations (1.53) can then be rewritten as

d

dt

(
∂T

∂q̇ j

)
− ∂(T − V )

∂q j
= 0. (1.55)

The equations of motion in the form (1.55) are not necessarily restricted to conser-
vative systems; only if V is not an explicit function of time is the system conserva-
tive (cf. p. 4). As here defined, the potential V does not depend on the generalized
velocities. Hence, we can include a term in V in the partial derivative with respect
to q̇ j :

d

dt

(
∂(T − V )

∂q̇ j

)
− ∂(T − V )

∂q j
= 0.

Or, defining a new function, the Lagrangian L, as

L = T − V, (1.56)

the Eqs. (1.53) become

d

dt

(
∂L

∂ q̇ j

)
− ∂L

∂q j
= 0, (1.57)

expressions referred to as “Lagrange’s equations.”
Note that for a particular set of equations of motion there is no unique choice

of Lagrangian such that Eqs. (1.57) lead to the equations of motion in the given
generalized coordinates. Thus, in Derivations 8 and 10 it is shown that if L(q, q̇, t)
is an approximate Lagrangian and F(q, t) is any differentiable function of the
generalized coordinates and time, then

L ′(q, q̇, t) = L(q, q̇, t)+ d F

dt
(1.57′)

is a Lagrangian also resulting in the same equations of motion. It is also often
possible to find alternative Lagrangians beside those constructed by this prescrip-
tion (see Exercise 20). While Eq. (1.56) is always a suitable way to construct a
Lagrangian for a conservative system, it does not provide the only Lagrangian
suitable for the given system.

1.5 VELOCITY-DEPENDENT POTENTIALS
AND THE DISSIPATION FUNCTION

Lagrange’s equations can be put in the form (1.57) even if there is no potential
function, V , in the usual sense, providing the generalized forces are obtained from
a function U (q j , q̇ j ) by the prescription

Q j = − ∂U

∂q j
+ d

dt

(
∂U

∂ q̇ j

)
. (1.58)
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In such case, Eqs. (1.57) still follow from Eqs. (1.53) with the Lagrangian given
by

L = T − U. (1.59)

Here U may be called a “generalized potential,” or “velocity-dependent poten-
tial.” The possibility of using such a “potential” is not academic; it applies to one
very important type of force field, namely, the electromagnetic forces on moving
charges. Considering its importance, a digression on this subject is well worth-
while.

Consider an electric charge, q, of mass m moving at a velocity, v, in an other-
wise charge-free region containing both an electric field, E, and a magnetic field,
B, which may depend upon time and position. The charge experiences a force,
called the Lorentz force, given by

F = q [E + (v × B)] . (1.60)

Both E(x, y, z, t) and B(x, y, z, t) are continuous functions of time and position
derivable from a scalar potential φ(x, y, z, t) and a vector potential A(x, y, z, t)
by

E = −∇φ − ∂A
∂t

(1.61a)

and

B = ∇ × A. (1.61b)

The force on the charge can be derived from the following velocity-dependent
potential energy

U = qφ − qA ? v, (1.62)

so the Lagrangian, L = T − U , is

L = 1
2 mv2 − qφ + qA ? v. (1.63)

Considering just the x-component of Lagrange’s equations gives

mẍ = q

(
vx
∂Ax

∂x
+ vy

∂Ay

∂x
+ vz

∂Az

∂x

)
− q

(
∂φ

∂x
+ d Ax

dt

)
. (1.64)

The total time derivative of Ax is related to the partial time derivative through

d Ax

dt
= ∂Ax

∂t
+ v ?∇Ax

= ∂Ax

∂t
+ vx

∂Ax

∂x
+ vy

∂Ax

∂y
+ vz

∂Ax

∂z
. (1.65)
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Equation (1.61b) gives

(v × B)x = vy

(
∂Ay

∂x
− ∂Ax

∂y

)
+ vz

(
∂Az

∂x
− ∂Ax

∂z

)
.

Combining these expressions gives the equation of motion in the x-direction

mẍ = q [Ex + (v × B)x ] . (1.66)

On a component-by-component comparison, Eqs. (1.66) and (1.60) are identical,
showing that the Lorentz force equation is derivable from Eqs. (1.61) and (1.62).

Note that if not all the forces acting on the system are derivable from a poten-
tial, then Lagrange’s equations can always be written in the form

d

dt

(
∂L

∂q̇ j

)
− ∂L

∂q j
= Q j ,

where L contains the potential of the conservative forces as before, and Q j rep-
resents the forces not arising from a potential. Such a situation often occurs when
frictional forces are present. It frequently happens that the frictional force is pro-
portional to the velocity of the particle, so that its x-component has the form

F f x = −kxvx .

Frictional forces of this type may be derived in terms of a function F , known as
Rayleigh’s dissipation function, and defined as

F = 1

2

∑
i

(
kxv

2
i x + kyv

2
iy + kzv

2
i z

)
, (1.67)

where the summation is over the particles of the system. From this definition it is
clear that

F fxi
= − ∂F

∂vxi

,

or, symbolically,

F f = −∇vF . (1.68)

We can also give a physical interpretation to the dissipation function. The work
done by the system against friction is

dW f = −F f ? dr = −F f ? v dt =
(

kxv
2
x + kyv

2
y + kzv

2
z

)
dt.

Hence, 2F is the rate of energy dissipation due to friction. The component of the
generalized force resulting from the force of friction is then given by

Q j =
∑

i

F fi ?
∂ri

∂q j
= −

∑
∇vF ?

∂ri

∂q j
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= −
∑

∇vF ?
∂ ṙi

∂q̇ j
, by (1.51),

= − ∂F
∂q̇ j

. (1.69)

An example is Stokes’ law, whereby a sphere of radius a moving at a speed v,
in a medium of viscosity η experiences the frictional drag force F f = −6πηav.
The Lagrange equations with dissipation become

d

dt

(
∂L

∂q̇ j

)
− ∂L

∂q j
+ ∂F
∂ q̇ j

= 0, (1.70)

so that two scalar functions, L and F , must be specified to obtain the equations
of motion.

1.6 SIMPLE APPLICATIONS OF THE LAGRANGIAN FORMULATION

The previous sections show that for systems where we can define a Lagrangian,
i.e., holonomic systems with applied forces derivable from an ordinary or gen-
eralized potential and workless constraints, we have a very convenient way of
setting up the equations of motion. We were led to the Lagrangian formulation
by the desire to eliminate the forces of constraint from the equations of motion,
and in achieving this goal we have obtained many other benefits. In setting up the
original form of the equations of motion, Eqs. (1.19), it is necessary to work with
many vector forces and accelerations. With the Lagrangian method we only deal
with two scalar functions, T and V , which greatly simplifies the problem.

A straightforward routine procedure can now be established for all problems
of mechanics to which the Lagrangian formulation is applicable. We have only to
write T and V in generalized coordinates, form L from them, and substitute in
(1.57) to obtain the equations of motion. The needed transformation of T and V
from Cartesian coordinates to generalized coordinates is obtained by applying the
transformation equations (1.38) and (1.45′). Thus, T is given in general by

T =
∑

i

1

2
miv

2
i =

∑
i

1

2
mi

⎛
⎝∑

j

∂ri

∂q j
q̇ j + ∂ri

∂t

⎞
⎠

2

.

It is clear that on carrying out the expansion, the expression for T in generalized
coordinates will have the form

T = M0 +
∑

j

M j q̇ j + 1

2

∑
j,k

M jkq̇ j q̇k, (1.71)

where M0, M j , M jk are definite functions of the r’s and t and hence of the q’s
and t . In fact, a comparison shows that

M0 =
∑

i

1

2
mi

(
∂ri

∂t

)2

,
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M j =
∑

i

mi
∂ri

∂t
?
∂ri

∂q j
, (1.72)

and

M jk =
∑

i

mi
∂ri

∂q j
?
∂ri

∂qk
.

Thus, the kinetic energy of a system can always be written as the sum of three
homogeneous functions of the generalized velocities,

T = T0 + T1 + T2, (1.73)

where T0 is independent of the generalized velocities, T1 is linear in the velocities,
and T2 is quadratic in the velocities. If the transformation equations do not contain
the time explicitly, as may occur when the constraints are independent of time
(scleronomous), then only the last term in Eq. (1.71) is nonvanishing, and T is
always a homogeneous quadratic form in the generalized velocities.

Let us now consider simple examples of this procedure:

1. Single particle in space

(a) Cartesian coordinates

(b) Plane polar coordinates

2. Atwood’s machine
3. Time-dependent constraint—bead sliding on rotating wire

1. (a) Motion of one particle: using Cartesian coordinates. The generalized
forces needed in Eq. (1.53) are obviously Fx , Fy , and Fz . Then

T = 1
2 m
(
ẋ2 + ẏ2 + ż2),

∂T

∂x
= ∂T

∂y
= ∂T

∂z
= 0,

∂T

∂ ẋ
= mẋ,

∂T

∂ ẏ
= mẏ,

∂T

∂ ż
= mż,

and the equations of motion are

d

dt
(mẋ) = Fx ,

d

dt
(mẏ) = Fy,

d

dt
(mż) = Fz . (1.74)

We are thus led back to the original Newton’s equations of motion.

(b) Motion of one particle: using plane polar coordinates. Here we must
express T in terms of ṙ and θ̇ . The transformation equations, Eqs. (1.38), are

x = r cos θ

y = r sin θ.
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By analogy to (1.46), the velocities are given by

ẋ = ṙ cos θ − r θ̇ sin θ,

ẏ = ṙ sin θ + r θ̇ cos θ.

The kinetic energy T = 1
2 m(ẋ2 + ẏ2) then reduces formally to

T = 1
2 m

[
ṙ2 + (

r θ̇
)2]

. (1.75)

An alternative derivation of Eq. (1.75) is obtained by recognizing that the plane
polar components of the velocity are ṙ along r, and r θ̇ along the direction per-

pendicular to r , denoted by the unit vector û. Hence, the square of the velocity
expressed in polar coordinates is simply ṙ2+(r θ̇ )2. With the aid of the expression

dr = r̂ dr + r û dθ + k̂ dz

for the differential position vector, dr, in cylindrical coordinates, restricted to the
plane z = 0 where r̂ and û are unit vectors in the r and u-directions, respec-
tively, the components of the generalized force can be obtained from the defini-
tion, Eq. (1.49),

Qr = F ?
∂r
∂r

= F ? r̂ = Fr ,

Qθ = F ?
∂r
∂θ

= F ? r û = r Fθ ,

since the derivative of r with respect to θ is, by the definition of a derivative, a
vector in the direction of θ̂ (cf. Fig. 1.6). There are two generalized coordinates,
and therefore two Lagrange equations. The derivatives occurring in the r equation
are

∂T

∂r
= mr θ̇2,

∂T

∂ ṙ
= mṙ ,

d

dt

(
∂T

∂ ṙ

)
= mr̈ ,

FIGURE 1.6 Derivative of r with respect to θ .
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and the equation itself is

mr̈ − mr θ̇2 = Fr ,

the second term being the centripetal acceleration term. For the θ equation, we
have the derivatives

∂T

∂θ
= 0,

∂T

∂θ̇
= mr2θ̇ ,

d

dt

(
mr2θ̇

)
= mr2θ̈ + 2mrṙ θ̇ ,

so that the equation becomes

d

dt

(
mr2θ̇

)
= mr2θ̈ + 2mrṙ θ̇ = r Fθ .

Note that the left side of the equation is just the time derivative of the angular
momentum, and the right side is exactly the applied torque, so that we have simply
rederived the torque equation (1.26), where L = mr2θ̇ and N (e) = r Fθ .

2. Atwood’s machine—(See Fig. 1.7) an example of a conservative system
with holonomic, scleronomous constraint (the pulley is assumed frictionless and
massless). Clearly there is only one independent coordinate x , the position of
the other weight being determined by the constraint that the length of the rope
between them is l. The potential energy is

V = −M1gx − M2g(l − x),

while the kinetic energy is

T = 1
2 (M1 + M2) ẋ2.

FIGURE 1.7 Atwood’s machine.
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Combining the two, the Lagrangian has the form

L = T − V = 1
2 (M1 + M2) ẋ2 + M1gx + M2g(l − x).

There is only one equation of motion, involving the derivatives

∂L

∂x
= (M1 − M2) g,

∂L

∂ ẋ
= (M1 + M2) ẋ,

so that we have

(M1 + M2) ẍ = (M1 − M2) g,

or

ẍ = M1 − M2

M1 + M2
g,

which is the familiar result obtained by more elementary means. This trivial prob-
lem emphasizes that the forces of constraint—here the tension in the rope—
appear nowhere in the Lagrangian formulation. By the same token, neither can
the tension in the rope be found directly by the Lagrangian method.

3. A bead (or ring) sliding on a uniformly rotating wire in a force-free space.
The wire is straight, and is rotated uniformly about some fixed axis perpendicular
to the wire. This example has been chosen as a simple illustration of a constraint
being time dependent, with the rotation axis along z and the wire in the xy plane.
The transformation equations explicitly contain the time.

x = r cosωt, (ω = angular velocity of rotation)

y = r sinωt. (r = distance along wire from rotation axis)

While we could then find T (here the same as L) by the same procedure used to
obtain (1.71), it is simpler to take over (1.75) directly, expressing the constraint
by the relation θ̇ = ω:

T = 1
2 m
(
ṙ2 + r2ω2).

Note that T is not a homogeneous quadratic function of the generalized velocities,
since there is now a term not involving ṙ . The equation of motion is then

mr̈ − mrω2 = 0

or

r̈ = rω2,

which is the familiar simple harmonic oscillator equation with a change of sign.
The solution r = eωt for a bead initially at rest on the wire shows that the
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bead moves exponentially outwards. Again, the method cannot furnish the force
of constraint that keeps the bead on the wire. Equation (1.26) with the angular
momentum, L = mr2ω = mωr2

0 e2ωt , provides the force F = N/r , which pro-
duces the constraint force, F = 2mr0ω

2eωt , acting perpendicular to the wire and
the axis of rotation.

DERIVATIONS

1. Show that for a single particle with constant mass the equation of motion implies the
following differential equation for the kinetic energy:

dT

dt
= F ? v,

while if the mass varies with time the corresponding equation is

d(mT )

dt
= F ? p.

2. Prove that the magnitude R of the position vector for the center of mass from an
arbitrary origin is given by the equation

M2 R2 = M
∑

i

mi r
2
i − 1

2

∑
i �= j

mi m j r
2
i j .

3. Suppose a system of two particles is known to obey the equations of motion,
Eqs. (1.22) and (1.26). From the equations of the motion of the individual parti-
cles show that the internal forces between particles satisfy both the weak and the
strong laws of action and reaction. The argument may be generalized to a system with
arbitrary number of particles, thus proving the converse of the arguments leading to
Eqs. (1.22) and (1.26).

4. The equations of constraint for the rolling disk, Eqs. (1.39), are special cases of
general linear differential equations of constraint of the form

n∑
i=1

gi (x1, . . . , xn)dxi = 0.

A constraint condition of this type is holonomic only if an integrating function
f (x1, . . . , xn) can be found that turns it into an exact differential. Clearly the func-
tion must be such that

∂ ( f gi )

∂x j
= ∂

(
f g j

)
∂xi

for all i �= j . Show that no such integrating factor can be found for either of
Eqs. (1.39).

5. Two wheels of radius a are mounted on the ends of a common axle of length b such
that the wheels rotate independently. The whole combination rolls without slipping on
a plane. Show that there are two nonholonomic equations of constraint,

cos θdx + sin θdy = 0

sin θdx − cos θdy = 1
2 a
(
dφ + dφ′

)
,
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(where θ , φ, and φ′ have meanings similar to those in the problem of a single vertical
disk, and (x, y) are the coordinates of a point on the axle midway between the two
wheels) and one holonomic equation of constraint,

θ = C − a

b
(φ − φ′),

where C is a constant.

6. A particle moves in the xy plane under the constraint that its velocity vector is always
directed towards a point on the x axis whose abscissa is some given function of time
f (t). Show that for f (t) differentiable, but otherwise arbitrary, the constraint is non-
holonomic.

7. Show that Lagrange’s equations in the form of Eqs. (1.53) can also be written as

∂ Ṫ

∂ q̇ j
− 2

∂T

∂q j
= Q j .

These are sometimes known as the Nielsen form of the Lagrange equations.

8. If L is a Lagrangian for a system of n degrees of freedom satisfying Lagrange’s equa-
tions, show by direct substitution that

L ′ = L + d F(q1, . . . , qn, t)

dt

also satisfies Lagrange’s equations where F is any arbitrary, but differentiable, func-
tion of its arguments.

9. The electromagnetic field is invariant under a gauge transformation of the scalar and
vector potential given by

A → A + �ψ(r, t),

φ → φ − 1

c

∂ψ

∂t
,

where ψ is arbitrary (but differentiable). What effect does this gauge transformation
have on the Lagrangian of a particle moving in the electromagnetic field? Is the motion
affected?

10. Let q1, . . . , qn be a set of independent generalized coordinates for a system of n
degrees of freedom, with a Lagrangian L(q, q̇, t). Suppose we transform to another
set of independent coordinates s1, . . . , sn by means of transformation equations

qi = qi (s1, . . . , sn, t), i = 1, . . . , n.

(Such a transformation is called a point transformation.) Show that if the Lagrangian
function is expressed as a function of s j , ṡ j , and t through the equations of transfor-
mation, then L satisfies Lagrange’s equations with respect to the s coordinates:

d

dt

(
∂L

∂ ṡ j

)
− ∂L

∂s j
= 0.

In other words, the form of Lagrange’s equations is invariant under a point transfor-
mation.



“M01 Goldstein ISBN C01” — 2011/2/15 — page 31 — #31

Exercises 31

EXERCISES

11. Check whether the force �F = yzî + zx ĵ + xyk̂ is conservative or not.

12. Compute the orbital period and orbital angular velocity of a satellite revolving around
the Earth at an altitude of 720 km. [Given: radius of Earth R = 6000 km and
g = 9.83 m/s2.]

13. Rockets are propelled by the momentum reaction of the exhaust gases expelled from
the tail. Since these gases arise from the reaction of the fuels carried in the rocket, the
mass of the rocket is not constant, but decreases as the fuel is expended. Show that the
equation of motion for a rocket projected vertically upward in a uniform gravitational
field, neglecting atmospheric friction, is

m
dv

dt
= −v′ dm

dt
− mg,

where m is the mass of the rocket and v′ is the velocity of the escaping gases relative to
the rocket. Integrate this equation to obtain v as a function of m, assuming a constant
time rate of loss of mass. Show, for a rocket starting initially from rest, with v′ equal
to 2.1 km/s and a mass loss per second equal to 1/60th of the initial mass, that in
order to reach the escape velocity the ratio of the weight of the fuel to the weight of
the empty rocket must be almost 300!

14. Two points of mass m are joined by a rigid weightless rod of length l, the center of
which is constrained to move on a circle of radius a. Express the kinetic energy in
generalized coordinates.

15. A point particle moves in space under the influence of a force derivable from a gener-
alized potential of the form

U (r, v) = V (r)+ s ?L,

where r is the radius vector from a fixed point, L is the angular momentum about that
point, and s is a fixed vector in space.

(a) Find the components of the force on the particle in both Cartesian and spherical
polar coordinates, on the basis of Eq. (1.58).

(b) Show that the components in the two coordinate systems are related to each other
as in Eq. (1.49).

(c) Obtain the equations of motion in spherical polar coordinates.

16. A particle moves in a plane under the influence of a force, acting toward a center of
force, whose magnitude is

F = 1

r2

(
1 − ṙ2 − 2r̈r

c2

)
,

where r is the distance of the particle to the center of force. Find the generalized
potential that will result in such a force, and from that the Lagrangian for the motion
in a plane. (The expression for F represents the force between two charges in Weber’s
electrodynamics.)

17. A nucleus, originally at rest, decays radioactively by emitting an electron of momen-
tum 1.73 MeV/c, and at right angles to the direction of the electron a neutrino with
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momentum 1.00 MeV/c. (The MeV, million electron volt, is a unit of energy used in
modern physics, equal to 1.60 × 10−13 J. Correspondingly, MeV/c is a unit of lin-
ear momentum equal to 5.34 × 10−22 kg ?m/s.) In what direction does the nucleus
recoil? What is its momentum in MeV/c? If the mass of the residual nucleus is
3.90 × 10−25 kg what is its kinetic energy, in electron volts?

18. A Lagrangian for a particular physical system can be written as

L ′ = m

2

(
aẋ2 + 2bẋ ẏ + cẏ2 )− K

2

(
ax2 + 2bxy + cy2 ) ,

where a, b, and c are arbitrary constants but subject to the condition that b2 −ac �= 0.
What are the equations of motion? Examine particularly the two cases a = 0 = c
and b = 0, c = −a. What is the physical system described by the above Lagrangian?
Show that the usual Lagrangian for this system as defined by Eq. (1.56) is related to L ′
by a point transformation (cf. Derivation 10). What is the significance of the condition
on the value of b2 − ac?

19. Obtain the Lagrange equations of motion for a spherical pendulum, i.e., a mass point
suspended by a rigid weightless rod.

20. A particle of mass m moves in one dimension such that it has the Lagrangian

L = m2 ẋ4

12
+ mẋ2V (x)− V 2(x),

where V is some differentiable function of x . Find the equation of motion for x(t) and
describe the physical nature of the system on the basis of this equation.

21. Two mass points of mass m1 and m2 are connected by a string passing through a
hole in a smooth table so that m1 rests on the table surface and m2 hangs suspended.
Assuming m2 moves only in a vertical line, what are the generalized coordinates for
the system? Write the Lagrange equations for the system and, if possible, discuss
the physical significance any of them might have. Reduce the problem to a single
second-order differential equation and obtain a first integral of the equation. What is
its physical significance? (Consider the motion only until m1 reaches the hole.)

22. Obtain the Lagrangian and equations of motion for the double pendulum illustrated in
Fig. 1.4, where the lengths of the pendula are l1 and l2 with corresponding masses m1
and m2.

23. Two masses 2 kg and 3 kg, respectively, are tied to the two ends of a massless,
inextensible string passing over a smooth pulley. When the system is released,
calculate the acceleration of the masses and the tension in the string.

24. A spring of rest length La (no tension) is connected to a support at one end and has
a mass M attached at the other. Neglect the mass of the spring, the dimension of the
mass M , and assume that the motion is confined to a vertical plane. Also, assume that
the spring only stretches without bending but it can swing in the plane.

(a) Using the angular displacement of the mass from the vertical and the length
that the string has stretched from its rest length (hanging with the mass m), find
Lagrange’s equations.

(b) Solve these equations for small stretching and angular displacements.
(c) Solve the equations in part (a) to the next order in both stretching and angular

displacement. This part is amenable to hand calculations. Using some reasonable
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assumptions about the spring constant, the mass, and the rest length, discuss the
motion. Is a resonance likely under the assumptions stated in the problem?

(d) (For analytic computer programs.) Consider the spring to have a total mass
m 	 M . Neglecting the bending of the spring, set up Lagrange’s equations
correctly to first order in m and the angular and linear displacements.

(e) (For numerical computer analysis.) Make sets of reasonable assumptions of the
constants in part (a) and make a single plot of the two coordinates as functions of
time.
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2 Variational Principles and
Lagrange’s Equations

2.1 HAMILTON’S PRINCIPLE

The derivation of Lagrange’s equations presented in Chapter 1 started from a
consideration of the instantaneous state of the system and small virtual
displacements about the instantaneous state, i.e., from a “differential principle”
such as D’Alembert’s principle. It is also possible to obtain Lagrange’s equations
from a principle that considers the entire motion of the system between times
t1 and t2, and small virtual variations of this motion from the actual motion.
A principle of this nature is known as an “integral principle.”

Before presenting the integral principle, the meaning attached to the phrase
“motion of the system between times t1 and t2” must first be stated in more
precise language. The instantaneous configuration of a system is described by the
values of the n generalized coordinates q1, . . . , qn , and corresponds to a particular
point in a Cartesian hyperspace where the q’s form the n coordinate axes. This
n-dimensional space is therefore known as configuration space. As time goes
on, the state of the system changes and the system point moves in configuration
space tracing out a curve, described as “the path of motion of the system.” The
“motion of the system,” as used above, then refers to the motion of the system
point along this path in configuration space. Time can be considered formally as
a parameter of the curve; to each point on the path there is associated one or more
values of the time. Note that configuration space has no necessary connection
with the physical three-dimensional space, just as the generalized coordinates
are not necessarily position coordinates. The path of motion in configuration
space has no resemblance to the path in space of any actual particle; each point
on the path represents the entire system configuration at some given instant
of time.

The integral Hamilton’s principle describes the motion of those mechanical
systems for which all forces (except the forces of constraint) are derivable from a
generalized scalar potential that may be a function of the coordinates, velocities,
and time. Such systems will be denoted as monogenic. Where the potential is an
explicit function of position coordinates only, then a monogenic system is also
conservative (cf. Section 1.2).

For monogenic systems, Hamilton’s principle can be stated as

The motion of the system from time t1 to time t2 is such that the line
integral (called the action or the action integral),

34
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I =
∫ t2

t1
L dt, (2.1)

where L = T − V , has a stationary value for the actual path of the
motion.

That is, out of all possible paths by which the system point could travel from
its position at time t1 to its position at time t2, it will actually travel along that
path for which the value of the integral (2.1) is stationary. By the term “station-
ary value” for a line integral, we mean that the integral along the given path has
the same value to within first-order infinitesimals as that along all neighboring
paths (i.e., those that differ from it by infinitesimal displacements). (Cf. Fig. 2.1.)
The notion of a stationary value for a line integral thus corresponds in ordinary
function theory to the vanishing of the first derivative.

We can summarize Hamilton’s principle by saying that the motion is such that
the variation of the line integral I for fixed t1 and t2 is zero:

δ I = δ

∫ t2

t1
L(q1, . . . , qn, q̇1, . . . , q̇n, t) dt = 0. (2.2)

Where the system constraints are holonomic, Hamilton’s principle, Eq. (2.2),
is both a necessary and sufficient condition for Lagrange’s equations, Eqs. (1.57).
Thus, it can be shown that Hamilton’s principle follows directly from Lagrange’s
equations. Instead, however, we shall prove the converse, namely, that Lagrange’s
equations follow from Hamilton’s principle, as being the more important theorem.
That Hamilton’s principle is a sufficient condition for deriving the equations of
motion enables us to construct the mechanics of monogenic systems from Hamil-
ton’s principle as the basic postulate rather than Newton’s laws of motion. Such
a formulation has advantages; e.g., since the integral I is obviously invariant to
the system of generalized coordinates used to express L , the equations of motion
must always have the Lagrangian form no matter how the generalized coordinates

FIGURE 2.1 Path of the system point in configuration space.
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are transformed. More important, the formulation in terms of a variational prin-
ciple is the route that is generally followed when we try to describe apparently
nonmechanical systems in the mathematical clothes of classical mechanics, as in
the theory of fields.

2.2 SOME TECHNIQUES OF THE CALCULUS OF VARIATIONS

Before demonstrating that Lagrange’s equations do follow from (2.2), we must
first examine the methods of the calculus of variations, for a chief problem of this
calculus is to find the curve for which some given line integral has a stationary
value. (See website for necessary comments.)

Consider first the problem in an essentially one-dimensional form: We have a
function f (y, ẏ, x) defined on a path y = y(x) between two values x1 and x2,
where ẏ is the derivative of y with respect to x . We wish to find a particular path
y(x) such that the line integral J of the function f between x1 and x2,

ẏ ≡ dy

dx
,

J =
∫ x2

x1

f (y, ẏ, x) dx, (2.3)

has a stationary value relative to paths differing infinitesimally from the correct
function y(x). The variable x here plays the role of the parameter t , and we con-
sider only such varied paths for which y(x1) = y1, y(x2) = y2. (Cf. Fig. 2.2.)
Note that Fig. 2.2 does not represent configuration space. In the one-dimensional
configuration space, both the correct and varied paths are the segment of the
straight line connecting y1 and y2; the paths differ only in the functional rela-
tion between y and x . The problem is one-dimensional, y is not a coordinate, it is
a function of x .

FIGURE 2.2 Varied paths of the function of y(x) in the one-dimensional extremum
problem.
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We put the problem in a form that enables us to use the familiar apparatus of
the differential calculus for finding the stationary points of a function. Since J
must have a stationary value for the correct path relative to any neighboring path,
the variation must be zero relative to some particular set of neighboring paths
labeled by an infinitesimal parameter α. Such a set of paths might be denoted by
y(x, α), with y(x, 0) representing the correct path. For example, if we select any
function η(x) that vanishes at x = x1 and x = x2, then a possible set of varied
paths is given by

y(x, α) = y(x, 0)+ αη(x). (2.4)

For simplicity, it is assumed that both the correct path y(x) and the auxiliary
function η(x) are well-behaved functions—continuous and nonsingular between
x1 and x2, with continuous first and second derivatives in the same interval. For
any such parametric family of curves, J in Eq. (2.3) is also a function of α:

J (α) =
∫ x2

x1

f (y(x, α), ẏ(x, α), x) dx, (2.5)

and the condition for obtaining a stationary point is the familiar one that(
d J

dα

)
α=0

= 0. (2.6)

By the usual methods of differentiating under the integral sign, we find that

d J

dα
=
∫ x2

x1

(
∂ f

∂y

∂y

∂α
+ ∂ f

∂ ẏ

∂ ẏ

∂α

)
dx . (2.7)

Consider the second of these integrals:

∫ x2

x1

∂ f

∂ ẏ

∂ ẏ

∂α
dx =

∫ x2

x1

∂ f

∂ ẏ

∂2 y

∂x ∂α
dx .

Integrating by parts, the integral becomes

∫ x2

x1

∂ f

∂ ẏ

∂2 y

∂x ∂α
dx = ∂ f

∂ ẏ

∂y

∂α

∣∣∣∣
x2

x1

−
∫ x2

x1

d

dx

(
∂ f

∂ ẏ

)
∂y

∂α
dx . (2.8)

The conditions on all the varied curves are that they pass through the points
(x1, y1), (x2, y2), and hence the partial derivative of y with respect to α at x1 and
x2 must vanish. Therefore, the first term of (2.8) vanishes and Eq. (2.7) reduces to

d J

dα
=
∫ x2

x1

(
∂ f

∂y
− d

dx

∂ f

∂ ẏ

)
∂y

∂α
dx .

The condition for a stationary value, Eq. (2.6), is therefore equivalent to the equa-
tion
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x1

(
∂ f

∂y
− d

dx

∂ f

∂ ẏ

)(
∂y

∂α

)
0

dx = 0. (2.9)

Now, the partial derivative of y with respect to α occurring in Eq. (2.9) is a
function of x that is arbitrary except for continuity and end point conditions. For
example, for the particular parametric family of varied paths given by Eq. (2.4),
it is the arbitrary function η(x). We can therefore apply to Eq (2.9) the so-called
“fundamental lemma” of the calculus of variations, which says if

∫ x2

x1

M(x)η(x) dx = 0 (2.10)

for all arbitrary functions η(x) continuous through the second derivative, then
M(x) must identically vanish in the interval (x1, x2). While a formal mathemat-
ical proof of the lemma can be found in texts on the calculus of variations, the
validity of the lemma is easily seen intuitively. We can imagine constructing a
function η that is positive in the immediate vicinity of any chosen point in the
interval and zero everywhere else. Equation (2.10) can then hold only if M(x)
vanishes at that (arbitrarily) chosen point, which shows M must be zero through-
out the interval. From Eq. (2.9) and the fundamental lemma, it therefore follows
that J can have a stationary value only if

∂ f

∂y
− d

dx

(
∂ f

∂ ẏ

)
= 0. (2.11)

The differential quantity,

(
∂y

∂α

)
0

dα ≡ δy, (2.12)

represents the infinitesimal departure of the varied path from the correct path
y(x) at the point x and thus corresponds to the virtual displacement introduced in
Chapter 1 (hence the notation δy). Similarly, the infinitesimal variation of J about
the correct path can be designated

(
d J

dα

)
0

dα ≡ δ J. (2.13)

The assertion that J is stationary for the correct path can thus be written

δ J =
∫ x2

x1

(
∂ f

∂y
− d

dx

∂ f

∂ ẏ

)
δy dx = 0,

requiring that y(x) satisfy the differential equation (2.11). The δ-notation, intro-
duced through Eqs. (2.12) and (2.13), may be used as a convenient shorthand
for treating the variation of integrals, remembering always that it stands for the
manipulation of parametric families of varied paths such as Eq. (2.4).
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Some simple examples of the application of Eq. (2.11) (which clearly
resembles a Lagrange equation) may now be considered:

1. Shortest distance between two points in a plane. An element of length in a
plane is

ds =
√

dx2 + dy2

and the total length of any curve going between points 1 and 2 is

I =
∫ 2

1
ds =

∫ x2

x1

√
1 +

(
dy

dx

)2

dx .

The condition that the curve be the shortest path is that I be a minimum. This is
an example of the extremum problem as expressed by Eq. (2.3), with

f =
√

1 + ẏ2.

Substituting in (2.11) with

∂ f

∂y
= 0,

∂ f

∂ ẏ
= ẏ√

1 + ẏ2
,

we have

d

dx

(
ẏ√

1 + ẏ2

)
= 0

or

ẏ√
1 + ẏ2

= c,

where c is constant. This solution can be valid only if

ẏ = a,

where a is a constant related to c by

a = c√
1 − c2

.

But this is clearly the equation of a straight line,

y = ax + b,
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where b is another constant of integration. Strictly speaking, the straight line has
only been proved to be an extremum path, but for this problem it is obviously also
a minimum. The constants of integration, a and b, are determined by the condition
that the curve pass through the two end points, (x1, y1), (x2, y2).

In a similar fashion we can obtain the shortest distance between two points
on a sphere, by setting up the arc length on the surface of the sphere in terms of
the angle coordinates of position on the sphere. In general, curves that give the
shortest distance between two points on a given surface are called the geodesics
of the surface. (See website about part 2 below.)

2. Minimum surface of revolution. Suppose we form a surface of revolution
by taking some curve passing between two fixed end points (x1, y1) and (x2, y2)

defining the xy plane, and revolving it about the y axis (cf. Fig. 2.3a). The problem
then is to find that curve for which the surface area is a minimum. The area of a
strip of the surface is 2πx ds = 2πx

√
1 + ẏ2 dx , and the total area is

2π
∫ 2

1
x
√

1 + ẏ2 dx .

The extremum of this integral is again given by (2.11) where

f = x
√

1 + ẏ2

and

∂ f

∂y
= 0,

∂ f

∂ ẏ
= x ẏ√

1 + ẏ2
.

Equation (2.11) becomes in this case

FIGURE 2.3a Minimum surface of revolution. Note that this figure is drawn for y1 and
y2 having the same sign relative to the rotation axis. This is not assumed in the general
solution.
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d

dx

(
x ẏ√

1 + ẏ2

)
= 0

or

x ẏ√
1 + ẏ2

= a,

where a is some constant of integration clearly smaller than the minimum value
of x . Squaring the above equation and factoring terms, we have

ẏ2(x2 − a2) = a2,

or solving,

dy

dx
= a√

x2 − a2
.

The general solution of this differential equation, in light of the nature of a, is

y = a
∫

dx√
x2 − a2

+ b = a arc cosh
x

a
+ b

or

x = a cosh
y − b

a
,

which is the equation of a catenary. Again the two constants of integration, a and
b, are determined in principle by the requirements that the curve pass through the
two given end points, as shown in Fig. 2.3b.

Curves satisfying the preceding equation all scale as x/a and y/a with one
independent parameter b/a. This suggests that when the solutions are examined in
detail they turn out to be a great deal more complicated than these considerations

FIGURE 2.3b General catenary solution for minimum surface of revolution.
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suggest. For some pairs of end points, unique constants of integration a and b
can be found. But for other end points, it is possible to draw two different cate-
nary curves through the end points, while for additional cases no possible values
can be found for a and b. Further, recall that Eq. (2.11) represents a condition
for finding curves y(x) continuous through the second derivative that render the
integral stationary. The catenary solutions therefore do not always represent min-
imum values, but may represent “inflection points” where the length of the curve
is stationary but not minimum.

For certain combinations of end points (an example is x1 and x2 both pos-
itive and both much smaller than y2 − y1), the absolute minimum in the sur-
face of revolution is provided (cf. Exercise 8) by a curve composed of straight
line segments—from the first end point parallel to the x axis until the y axis is
reached, then along the y axis until the point (0, y2) and then out in a straight
line to the second end point corresponding to the area π(x2

1 + x2
2). This curve

results when a = 0, forcing either x = 0 or y = constant. Since this curve has
discontinuous first derivatives, we should not expect to find it as a solution to
Eq. (2.11).

This example is valuable in emphasizing the restrictions that surround the
derivation and the meaning of the stationary condition. Exercises 7 and 8 exam-
ine the conditions for the pathological behavior for a symmetric example. More
information can be found in many texts on the calculus of variations.

3. The brachistochrone problem. (See Fig. 2.4a.) This well-known problem
is to find the curve joining two points, along which a particle falling from rest
under the influence of gravity travels from the higher to the lower point in the
least time.

If v is the speed along the curve, then the time required to fall an arc length ds
is ds/v, and the problem is to find a minimum of the integral

t12 =
∫ 2

1

ds

v
.

FIGURE 2.4a The brachistochrone problem.
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If y is measured down from the initial point of release, the conservation theorem
for the energy of the particle can be written as

1
2 mv2 = mgy

or

v =
√

2gy.

Then the expression for t12 becomes

t12 =
∫ 2

1

√
1 + ẏ2
√

2gy
dx,

and f is identified as

f =
√

1 + ẏ2

2gy
.

The integration of Eq. (2.11) with this form for f is straightforward and is left as
an exercise.

The parametric solution in terms of its one parameter, a, given by

x = a(φ − sinφ), y = a(1 − cosφ),

is sketched in Fig. 2.4b for the first cycle (0 ≤ x ≤ 2πa) and the beginning of the
second cycle. Three cases of solutions are indicated. A power-series expansion of
the solution for the limit y � a gives

y = a
3

√
9

2
(x/a)2.

The brachistochrone problem is famous in the history of mathematics, for
it was the analysis of this problem by John Bernoulli that led to the formal
foundation of the calculus of variations.

FIGURE 2.4b Cycloid solution to the brachistochrone problem showing positions on
the curve for the three cases x2 � y2, x2 = π

2 y2, and x2 � y2.
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2.3 DERIVATION OF LAGRANGE’S EQUATIONS
FROM HAMILTON’S PRINCIPLE

The fundamental problem of the calculus of variations is easily generalized to the
case where f is a function of many independent variables yi , and their derivatives
ẏi . (Of course, all these quantities are considered as functions of the parametric
variable x .) Then a variation of the integral J ,

δ J = δ

∫ 2

1
f (y1(x); y2(x), . . . , ẏ1(x); ẏ2(x), . . . , x) dx, (2.14)

is obtained, as before, by considering J as a function of parameter α that labels a
possible set of curves y1(x, α). Thus, we may introduce α by setting

y1(x, α) = y1(x, 0)+ αη1(x),
y2(x, α) = y2(x, 0)+ αη2(x),

...
...

...

(2.15)

where y1(x, 0), y2(x, 0), etc., are the solutions of the extremum problem (to be
obtained) and η1, η2, etc., are independent functions of x that vanish at the end
points and that are continuous through the second derivative, but otherwise are
completely arbitrary.

The calculation proceeds as before. The variation of J is given in terms of

∂ J

∂α
dα =

∫ 2

1

∑
i

(
∂ f

∂yi

∂yi

∂α
dα + ∂ f

∂ ẏi

∂ ẏi

∂α
dα

)
dx . (2.16)

Again we integrate by parts the integral involved in the second sum of Eq. (2.16):

∫ 2

1

δ f

∂ ẏi

∂2 yi

∂α ∂x
dx = ∂ f

∂ ẏi

∂yi

∂α

∣∣∣∣
2

1
−
∫ 2

1

∂yi

∂α

d

dx

(
∂ f

∂ ẏi

)
dx,

where the first term vanishes because all curves pass through the fixed end points.
Substituting in (2.16), δ J becomes

δ J =
∫ 2

1

∑
i

(
∂ f

∂yi
− d

dx

∂ f

∂ ẏi

)
δyi dx, (2.17)

where, in analogy with (2.12), the variation δyi is

δyi =
(
∂yi

∂α

)
0

dα.

Since the y variables are independent, the variations δyi are independent (e.g.,
the functions ηi (x) will be independent of each other). Hence, by an obvious
extension of the fundamental lemma (cf. Eq. (2.10)), the condition that δ J is zero
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requires that the coefficients of the δyi separately vanish:

∂ f

∂yi
− d

dx

∂ f

∂ ẏi
= 0, i = 1, 2, . . . , n. (2.18)

Equations (2.18) represent the appropriate generalization of (2.11) to sev-
eral variables and are known as the Euler-Lagrange differential equations. Their
solutions represent curves for which the variation of an integral of the form given
in (2.14) vanishes. Further generalizations of the fundamental variational prob-
lem are easily possible. Thus, we can take f as a function of higher derivatives
ÿ,
...
y , etc., leading to equations different from (2.18). Or we can extend it to cases

where there are several parameters x j and the integral is then multiple, with f
also involving as variables derivatives of yi with respect to each of the parameters
x j . Finally, it is possible to consider variations in which the end points are not
held fixed.

For present purposes, what we have derived here suffices, for the integral in
Hamilton’s principle,

I =
∫ 2

1
L(qi , q̇i , t) dt, (2.19)

has just the form stipulated in (2.14) with the transformation

x → t

yi → qi

f (yi , ẏi , x)→ L(qi , q̇i , t).

In deriving Eqs. (2.18), we assumed that the yi variables are independent. The
corresponding condition in connection with Hamilton’s principle is that the gen-
eralized coordinates qi be independent, which requires that the constraints be
holonomic. The Euler-Lagrange equations corresponding to the integral I then
become the Lagrange equations of motion,

d

dt

∂L

∂ q̇i
− ∂L

∂qi
= 0, i = 1, 2, . . . , n,

and we have accomplished our original aim, to show that Lagrange’s equa-
tions follow from Hamilton’s principle—for monogenic systems with holonomic
constraints.

2.4 EXTENDING HAMILTON’S PRINCIPLE
TO SYSTEMS WITH CONSTRAINTS

In Section 1.3 we solved problems with holonomic constraints by choosing
coordinates such that the constraint equations (1.37) become a trivial 0 = 0 set of
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equations. In this section we show that Hamilton’s principle can be used to solve
systems with holonomic constraints as well as certain types of non-holonomic
systems.

First consider holonomic constraints. When we derive Lagrange’s equations
from either Hamilton’s or D’Alembert’s principle, the holonomic constraints
appear in the last step when the variations in the qi were considered independent
of each other. However, the virtual displacements in the δqI ’s may not be consis-
tent with the constraints. If there are n variables and m constraint equations fα
of the form of Eq. (1.37), the extra virtual displacements are eliminated by the
method of Lagrange undetermined multipliers.

We modify the integral in Eq. (2.19) to be

I =
∫ 2

1

(
L +

m∑
α=1

λα fa

)
dt, (2.20)

and allow the qα and the λα to vary independently to obtain n +m equations. The
variations of the λα’s give the m constraint equations. The variations of the qi ’s
give

δ I =
∫ 2

1
dt

(
n∑

i=1

(
d

dt

∂L

∂q̇i
− ∂L

∂qi
+

m∑
α=1

λa
∂ fa

∂qi

)
δqi

)
= 0. (2.21)

However, the δqi ’s are not independent. We choose the λα’s so that m of the
equations are satisfied for arbitrary δqi , and then choose the variations of the δqi

in the remaining n − m equations independently. Thus we obtain m equations of
the form

d

dt

∂L

∂ q̇k
− ∂L

∂qk
+

m∑
α=1

λa
∂ fa

∂qk
= 0, (2.22)

for k = 1, . . . ,m. The equality follows from the choice of the λα’s. We also have
the same expressions as Eq. (2.22) for k = m + 1, . . . , n, where the equality
follows from the virtual variations of the δqi ’s.

This solves the system at the expense of introducing m functions λα . We can
understand this by considering that Eqs. (2.22), for k = 1, . . . , n, can be written
as

d

dt

∂L

∂q̇k
− ∂L

∂qk
= −

m∑
α=1

λa
∂ fa

∂qk
= Qk, (2.23)

where the Qk are generalized forces. The functions, Qκ , have the magnitudes of
the forces needed to produce the individual constraints; however, since the choice
of the “+” in the third term of Eq. (2.22) is arbitrary, we can mathematically
determine only the magnitudes of these generalized forces. You need to under-
stand the physics to determine their directions.
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As an example, consider a smooth solid hemisphere of radius a placed with
its flat side down and fastened to the Earth whose gravitational acceleration is g.
Place a small mass M at the top of the hemisphere with an infinitesimal displace-
ment off center so the mass slides down without friction. Choose coordinates
x , y, z centered on the base of the hemisphere with z vertical and the x-z plane
containing the initial motion of the mass.

Let θ be the angle from the top of the sphere to the mass. The Lagrangian is
L = 1

2 M(ẋ2 + ẏ2 + ż2) − mgz. The initial conditions allow us to ignore the

y coordinate, so the constraint equation is a − √
x2 + z2 = 0. Expressing the

problem in terms of r2 = x2 + z2 and x/z = cos θ , Lagrange’s equations are
Maθ̇2 − Mg cos θ + λ = 0, and Ma2θ̈ + Mga sin θ = 0. Solve the second
equation and then the first to obtain

θ̇2 = −2g

a
cos θ + 2g

a
and λ = Mg(3 cos θ − 2).

So λ is the magnitude of the force keeping the particle on the sphere and since
λ = 0 when θ = cos−1( 2

3 ), the mass leaves the sphere at that angle.
In general, nonholonomic constraints cannot be expressed by a variational

principle. One of the exceptions is semi-holonomic constraints where the con-
straints can be written as a set of functions of the form

fα(q1, . . . , qn; q̇1, . . . , q̇n; t) = 0, (2.24)

where α = 1, 2, . . . ,m. Equation (2.24) commonly appears in the restricted form

fα =
n∑

k=1

aakq̇k + a0 = 0, (2.25)

where the fα are a set of nonintegrable differential expressions and the aαk and
a0 are functions of the qι and t . In these cases, since we cannot integrate the
constraints, there are more variables than equations. However, we can treat the
variations in the same fashion as before by writing*

δ

∫ t2

t1

(
L +

m∑
α=1

μa fa

)
dt = 0, (2.26)

where the symbol μ is used to distinguish these multipliers from the holonomic
Lagrange multipliers. If we assume that μα = μα(t), the equations resulting from
the virtual displacements are

d

dt

∂L

∂ q̇k
− ∂L

∂qk
= Qk = −

m∑
α=1

μa
∂ fa

∂ q̇k
, (2.27)

*J. Ray, Amer. J. Phys. 34 (1202), 1969; E. J. Saletan & A. H. Comer, Amer. J. Phys. 38 (892–897),
1970.
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and the δμα give the equations of constraint (2.23). These two sets (Eq. (2.26)
and (2.27)) together constitute n + m equations for the n + m unknowns. Hence
they can be interpreted as equivalent to an n + m holonomic system with gen-
eralized forces Qk . The generalization to μα = μα(q1, . . . , qn; q̇1, . . . , q̇n; t) is
straightforward.

As an example, consider a particle with the Lagrangian

L = 1

2
m(ẋ2 + ẏ2 + ż2)− V (x, y, z) (2.28)

subject to the nonholonomic constraint

f (x, ẋ, y, ẏ, z) = ẋ y2 + x ẏ + kz = 0, (2.29)

with k a constant. The resulting equations of motion are

mẍ + μy2 − ∂V

∂x
= 0, (2.30a)

mÿ + μx − ∂V

∂y
= 0, (2.30b)

and

mz̈ − ∂V

∂z
= 0. (2.30c)

We now solve the four equations ((2.29) and (3.30)) to find x(t), y(t), z(t), and
the multiplier μ(t).

In this process we have obtained more information than was originally sought.
Not only do we get the qk’s we set out to find, but we also get mλl ’s. What
is the physical significance of the λl ’s? Suppose we remove the constraints
on the system, but instead apply external forces Q′

k in such a manner as to
keep the motion of the system unchanged. The equations of motion likewise
remain the same. Clearly these extra applied forces must be equal to the forces
of constraint, for they are the forces applied to the system so as to satisfy the
condition of constraint. Under the influence of these forces Q′

k , the equations of
motion are

d

dt

∂L

∂q̇k
− ∂L

∂qk
= Q′

k . (2.31)

But these must be identical with Eqs. (2.24). Hence, we can identify (2.25) with
Q′

k , the generalized forces of constraint. In this type of problem we really do not
eliminate the forces of constraint from the formulation. They are supplied as part
of the answer.

Although it is not obvious, the version of Hamilton’s principle adopted here
for semiholonomic systems also requires that the constraints do no work in virtual
displacements. This can be most easily seen by rewriting Hamilton’s principle in
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the form

δ

∫ t2

t1
L dt = δ

∫ t2

t1
T dt − δ

∫ t2

t1
U dt = 0. (2.32)

If the variation of the integral over the generalized potential is carried out by the
procedures of Section 2.3, the principle takes the form

δ

∫ t2

t1
T dt =

∫ t2

t1

∑
k

[
∂U

∂qk
− d

dt

(
∂U

∂q̇k

)]
δqkdt; (2.33)

or, by Eq. (1.58),

δ

∫ t2

t1
T dt = −

∫ t2

t1

∑
k

Qkδqkdt. (2.34)

In this dress, Hamilton’s principle says that the difference in the time integral of
the kinetic energy between two neighboring paths is equal to the negative of the
time integral of the work done in the virtual displacements between the paths.
The work involved is that done only by the forces derivable from the generalized
potential. The same Hamilton’s principle holds for both holonomic and semi-
holonomic systems, it must be required that the additional forces of semiholo-
nomic constraints do no work in the displacements δqk . This restriction parallels
the earlier condition that the virtual work of the forces of holonomic constraint
also be zero (cf. Section 1.4). In practice, the restriction presents little handi-
cap to the applications, as many problems in which the semiholonomic formal-
ism is used relate to rolling without slipping, where the constraints are obviously
workless.

Note that Eq. (2.20) is not the most general type of nonholonomic constraint;
e.g., it does not include equations of constraint in the form of inequalities. On
the other hand, it does include holonomic constraints. A holonomic equation of
constraint,

f (q1, q2, q3, . . . , qn, t) = 0, (2.35)

is equivalent to (2.20) with no dependence on q̇k . Thus, the Lagrange multiplier
method can be used also for holonomic constraints when (1) it is inconvenient to
reduce all the q’s to independent coordinates or (2) we might wish to obtain the
forces of constraint.

As another example of the method, let us consider the following somewhat
trivial illustration—a hoop rolling, without slipping, down an inclined plane. In
this example, the constraint of “rolling” is actually holonomic, but this fact will
be immaterial to our discussion. On the other hand, the holonomic constraint that
the hoop be on the inclined plane will be contained implicitly in our choice of
generalized coordinates.
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FIGURE 2.5 A hoop rolling down an inclined plane.

The two generalized coordinates are x , θ , as in Fig. 2.5, and the equation of
rolling constraint is

r dθ = dx .

The kinetic energy can be resolved into kinetic energy of motion of the center
of mass plus the kinetic energy of motion about the center of mass:

T = 1
2 Mẋ2 + 1

2 Mr2θ̇2.

The potential energy is

V = Mg(l − x) sinφ,

where l is the length of the inclined plane and the Lagrangian is

L = T − V

= Mẋ2

2
+ Mr2θ̇2

2
− Mg(l − x) sinφ. (2.36)

Since there is one equation of constraint, only one Lagrange multiplier λ is
needed. The coefficients appearing in the constraint equation are:

aθ = r, ax = −1.

The two Lagrange equations therefore are

Mẍ − Mg sinφ + λ = 0, (2.37)

Mr2θ̈ − λr = 0, (2.38)

which along with the equation of constraint,

r θ̇ = ẋ, (2.39)

constitutes three equations for three unknowns, θ , x , λ.
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Differentiating (2.39) with respect to time, we have

r θ̈ = ẍ .

Hence, from (2.38)

Mẍ = λ,

and (2.37) becomes

ẍ = g sinφ

2

along with

λ = Mg sinφ

2

and

θ̈ = g sinφ

2r
.

Thus, the hoop rolls down the incline with only one-half the acceleration it would
have slipping down a frictionless plane, and the friction force of constraint is
λ = Mg sinφ/2.

2.5 ADVANTAGES OF A VARIATIONAL PRINCIPLE FORMULATION

Although we can extend the original formulation of Hamilton’s principle (2.2) to
include some nonholonomic constraints, in practice this formulation of mechanics
is most useful when a Lagrangian of independent coordinates can be set up
for the system. The variational principle formulation has been justly described
as “elegant,” for in the compact Hamilton’s principle is contained all of the
mechanics of holonomic systems with forces derivable from potentials. The
principle has the further merit that it involves only physical quantities that
can be defined without reference to a particular set of generalized coordi-
nates, namely, the kinetic and potential energies. The formulation is there-
fore automatically invariant with respect to the choice of coordinates for the
system.

From the variational Hamilton’s principle, it is also obvious why the Lagrangian
is always uncertain to a total time derivative of any function of the coordinates
and time, as mentioned at the end of Section 1.4. The time integral of such a total
derivative between points 1 and 2 depends only on the values of the arbitrary
function at the end points. As the variation at the end points is zero, the addition
of the arbitrary time derivative to the Lagrangian does not affect the variational
behavior of the integral.
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Another advantage is that the Lagrangian formulation can be easily extended
to describe systems that are not normally considered in dynamics—such as
the elastic field, the electromagnetic field, and field properties of elementary
particles. Some of these generalizations will be considered later, but as three
simple examples of its application outside the usual framework of mechanics, let
us consider the cases of an RL circuit, an LC circuit, and coupled circuits.

We consider the physical system of a battery of voltage V in series with an
inductance L and a resistance of value R and choose the electric charge q as
the dynamical variable. The inductor acts as the kinetic energy term since the
inductive effect depends upon the time rate of change of the charge. The resistor
provides a dissipative term and the potential energy is qV . The dynamic terms in
Lagrange’s equation with dissipation (1.70) are

T = 1
2 Lq̇2, F = 1

2 Rq̇2,

and potential energy = qV . The equation of motion is

V = Lq̈ + Rq̇ = L İ + RI, (2.40)

where I = q̇ is the electric current. A solution for a battery connected to the
circuit at time t = 0 is

I = I0(1 − e−Rt/L),

where I0 = V/R is the final steady-state current flow.
The mechanical analog for this is a sphere of radius a and effective mass m′

falling in a viscous fluid of constant density and viscosity η under the force of
gravity. The effective mass is the difference between the actual mass and the mass
of the displaced fluid, and the direction of motion is along the y axis. For this
system,

T = 1
2 m′ ẏ2, F = 3πηa ẏ2,

and potential energy = m′gy, where the frictional drag force, F f = 6πηa ẏ,
called Stokes’ law, was given at the end of Section 1.5.

The equation of motion is given by Lagrange’s equations (1.70) as

m′g = m′ ÿ + 6πηa ẏ.

Using v = ẏ, the solution (if the motion starts from rest at t = 0), is

v = vo(1 − e−t/τ )

where τ = m′/(6πηa) is a measure of the time it takes for the sphere to reach
1/e of its terminal speed of v0 = m′g/6πηa.

Another example from electrical circuits is an inductance, L , in series with
a capacitance, C . The capacitor acts as a source of potential energy given by
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q2/C where q is the electric charge. The Lagrangian produces the equation of
motion,

Lq̈ + q

C
= 0, (2.41)

which has the solution

q = q0 cosω0t,

where q0 is the charge stored in the capacitor at t = 0, and the assumption is that
no charge is flowing at t = 0. The quantity

ω0 = 1√
LC

is the resonant frequency of the system.
The mechanical analog of this system is the simple harmonic oscillator

described by the Lagrangian L = 1
2 mẋ2 − 1

2 kx2, which gives an equation of
motion,

mẍ + kx = 0,

whose solution for the same boundary conditions is

x = x0 cosω0t with ω0 =
√

k/m.

These two examples show that an inductance is an inertial term, the electrical
analog of mass. Resistance is the analog of Stokes’ law type of frictional drag,
and the capacitance term 1/C represents a Hooke’s law spring constant. With this
background, a system of coupled electrical circuits of the type shown in Fig. 2.6
has a Lagrangian of the form

FIGURE 2.6 A system of coupled circuits to which the Lagrangian formulation can be
applied.
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L = 1

2

∑
j

L j q̇
2
j +

1

2

∑
jk

j 	=k

M jkq̇ j q̇k −
∑

j

q2
j

2C j
+
∑

j

e j (t)q j ,

and a dissipation function

F = 1

2

∑
j

R j q̇
2
j .

where the mutual inductance terms, M jkq̇ j q̇k , are added to take into account the
coupling between inductors. The Lagrange equations are

L j
d2q j

dt2
+
∑

k
j 	=k

M jk
d2qk

dt2
+ R j

dq j

dt
+ q j

C j
= E j (t). (2.42)

where the E j (t) terms are the external emf’s.
This description of two different physical systems by Lagrangians of the same

form means that all the results and techniques devised for investigating one of the
systems can be taken over immediately and applied to the other. In this particular
case, the study of the behavior of electrical circuits has been pursued intensely
and some special techniques have been developed; these can be directly applied
to the corresponding mechanical systems. Much work has been done in formulat-
ing equivalent electrical problems for mechanical or acoustical systems, and vice
versa. Terms hitherto reserved for electrical circuits (reactance, susceptance, etc.)
are now commonly found in treatises on the theory of vibrations of mechanical
systems.

Additionally, one type of generalization of mechanics is due to a subtler
form of equivalence. We have seen that the Lagrangian and Hamilton’s principle
together form a compact invariant way of obtaining the mechanical equations of
motion. This possibility is not reserved for mechanics only; in almost every field
of physics variational principles can be used to express the “equations of motion,”
whether they be Newton’s equations, Maxwell’s equations, or the Schrödinger
equation. Consequently, when a variational principle is used as the basis of the
formulation, all such fields will exhibit, at least to some degree, a structural anal-
ogy. When the results of experiments show the need for alterating the physical
content in the theory of one field, this degree of analogy has often indicated
how similar alterations may be carried out in other fields. Thus, the experiments
performed early in this century showed the need for quantization of both elec-
tromagnetic radiation and elementary particles. The methods of quantization,
however, were first developed for particle mechanics, starting essentially from the
Lagrangian formulation of classical mechanics. By describing the electromag-
netic field by a Lagrangian and corresponding Hamilton’s variational principle,
it is possible to carry over the methods of particle quantization to construct a
quantum electrodynamics (cf. Sections 13.5 and 13.6).
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2.6 CONSERVATION THEOREMS AND SYMMETRY PROPERTIES

Thus far, we have been concerned primarily with obtaining the equations of
motion, but little has been said about how to solve them for a particular problem
once they are obtained. In general, this is a question of mathematics. A system
of n degrees of freedom will have n differential equations that are second order
in time. The solution of each equation will require two integrations resulting, all
told, in 2n constants of integration. In a specific problem these constants will be
determined by the initial conditions, i.e., the initial values of the nq j ’s and the
nq̇ j ’s. Sometimes the equations of motion will be integrable in terms of known
functions, but not always. In fact, the majority of problems are not completely
integrable. However, even when complete solutions cannot be obtained, it is often
possible to extract a large amount of information about the physical nature of
the system motion. Indeed, such information may be of greater interest to the
physicist than the complete solution for the generalized coordinates as a function
of time. It is important, therefore, to see how much can be stated about the motion
of a given system without requiring a complete integration of the problem.*

In many problems a number of first integrals of the equations of motion can be
obtained immediately; by this we mean relations of the type

f (q1, q2, . . . , q̇1, q̇2, . . . , t) = constant, (2.43)

which are first-order differential equations. These first integrals are of interest
because they tell us something physically about the system. They include, in fact,
the conservation laws obtained in Chapter 1.

Let us consider as an example a system of mass points under the influence of
forces derived from potentials dependent on position only. Then

∂L

∂ ẋi
≡ ∂T

∂ ẋi
− ∂V

∂ ẋi
= ∂T

∂ ẋi
= ∂

∂ ẋi

∑ 1

2
mi
(
ẋ2

i + ẏ2
i + ż2

i

)
= mi ẋi = pix ,

which is the x component of the linear momentum associated with the i th
particle. This result suggests an obvious extension to the concept of momentum.
The generalized momentum associated with the coordinate q j shall be defined as

p j = ∂L

∂q̇ j
. (2.44)

The terms canonical momentum and conjugate momentum are often also used for
p j . Notice that if q j is not a Cartesian coordinate, p j does not necessarily have
the dimensions of a linear momentum. Further, if there is a velocity-dependent
potential, then even with a Cartesian coordinate q j the associated generalized

*In this and succeeding sections it will be assumed, unless otherwise specified, the system is such that
its motion is completely described by a Hamilton’s principle of the form (2.2).
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momentum will not be identical with the usual mechanical momentum. Thus,
in the case of a group of particles in an electromagnetic field, the Lagrangian is
(cf. 1.63)

L =
∑

i

1

2
mi ṙ

2
i −

∑
i

qiφ(xi )+
∑

i

qi A(xi ) ? ṙi

(qi here denotes charge) and the generalized momentum conjugate to xi is

pix = ∂L

∂ ẋi
= mi ẋi + qi Ax , (2.45)

i.e., mechanical momentum plus an additional term.
If the Lagrangian of a system does not contain a given coordinate q j (although

it may contain the corresponding velocity q̇ j ), then the coordinate is said to be
cyclic or ignorable. This definition is not universal, but it is the customary one
and will be used here. The Lagrange equation of motion,

d

dt

∂L

∂q̇ j
− ∂L

∂q j
= 0,

reduces, for a cyclic coordinate, to

d

dt

∂L

∂ q̇ j
= 0

or

dp j

dt
= 0,

which mean that

p j = constant. (2.46)

Hence, we can state as a general conservation theorem that the generalized
momentum conjugate to a cyclic coordinate is conserved.

Note that the derivation of Eq. (2.46) assumes that q j is a generalized coordi-
nate; one that is linearly independent of all the other coordinates. When equations
of constraint exist, all the coordinates are not linearly independent. For exam-
ple, the angular coordinate θ is not present in the Lagrangian of a hoop rolling
without slipping in a horizontal plane that was previously discussed, but the angle
appears in the constraint equations rdθ = dx . As a result, the angular momentum,
pθ = mr2θ̇ , is not a constant of the motion.

Equation (2.46) constitutes a first integral of the form (2.43) for the equa-
tions of motion. It can be used formally to eliminate the cyclic coordinate
from the problem, which can then be solved entirely in terms of the remain-
ing generalized coordinates. Briefly, the procedure, originated by Routh, consists
in modifying the Lagrangian so that it is no longer a function of the general-
ized velocity corresponding to the cyclic coordinate, but instead involves only
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its conjugate momentum. The advantage in so doing is that p j can then be
considered one of the constants of integration, and the remaining integrations
involve only the noncyclic coordinates. We shall defer a detailed discussion of
Routh’s method until the Hamiltonian formulation (to which it is closely related)
is treated.

Note that the conditions for the conservation of generalized momenta are more
general than the two momentum conservation theorems previously derived. For
example, they furnish a conservation theorem for a case in which the law of action
and reaction is violated, namely, when electromagnetic forces are present. Sup-
pose we have a single particle in a field in which neither φ nor A depends on x .
Then x nowhere appears in L and is therefore cyclic. The corresponding canoni-
cal momentum px must therefore be conserved. From (1.63) this momentum now
has the form

px = mẋ + q Ax = constant. (2.47)

In this case, it is not the mechanical linear momentum mẋ that is conserved but
rather its sum with q Ax .* Nevertheless, it should still be true that the conser-
vation theorems of Chapter 1 are contained within the general rule for cyclic
coordinates; with proper restrictions (2.46) should reduce to the theorems of
Section 1.2.

We first consider a generalized coordinate q j , for which a change dq j repre-
sents a translation of the system as a whole in some given direction. An example
would be one of the Cartesian coordinates of the center of mass of the system.
Then clearly q j cannot appear in T , for velocities are not affected by a shift in the
origin, and therefore the partial derivative of T with respect to q j must be zero.
Further, we will assume conservative systems for which V is not a function of the
velocities, so as to eliminate such complications as electromagnetic forces. The
Lagrange equation of motion for a coordinate so defined then reduces to

d

dt

∂T

∂ q̇ j
≡ ṗ j = − ∂V

∂q j
≡ Q j . (2.48)

We will now show that (2.48) is the equation of motion for the total linear
momentum, i.e., that Q j represents the component of the total force along
the direction of translation of q j , and p j is the component of the total linear
momentum along this direction. In general, the generalized force Q j is given by
Eq. (1.49):

Q j =
∑

i

Fi ?
∂ri

∂q j
.

Since dq j corresponds to a translation of the system along some axis, the vectors
ri (q j ) and ri (q j + dq j ) are related as shown in Fig. 2.7. By the definition of a

*It can be shown from classical electrodynamics that under these conditions, i.e., neither A nor φ
depending on x , that q Ax is exactly the x-component of the electromagnetic linear momentum of the
field associated with the charge q.
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FIGURE 2.7 Change in a position vector under translation of the system.

derivative, we have

∂ri

∂q j
= lim

dq j→0

ri
(
q j + dq j

)− ri
(
q j
)

dq j
= dq j

dq j
n = n, (2.49)

where n is the unit vector along the direction of the translation. Hence,

Q j =
∑

Fi ?n = n ?F,

which (as was stated) is the component of the total force in the direction of n. To
prove the other half of the statement, note that with the kinetic energy in the form

T = 1

2

∑
mi ṙ2

i ,

the conjugate momentum is

p j = ∂T

∂q̇ j
=
∑

i

mi ṙi ?
∂ ṙi

∂q̇ j

=
∑

i

mi vi ?
∂ri

∂q j
,

using Eq. (1.51). Then from Eq. (2.49)

p j = n ?
∑

i

mi vi ,

which again, as predicted, is the component of the total system linear momentum
along n.

Suppose now that the translation coordinate q j that we have been discussing is
cyclic. Then q j cannot appear in V and therefore

− ∂V

∂q j
≡ Q j = 0.
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But this is simply the familiar conservation theorem for linear momentum—that
if a given component of the total applied force vanishes, the corresponding com-
ponent of the linear momentum is conserved.

In a similar fashion, it can be shown that if a cyclic coordinate q j is such that
dq j corresponds to a rotation of the system of particles around some axis, then
the conservation of its conjugate momentum corresponds to conservation of an
angular momentum. By the same argument used above, T cannot contain q j , for
a rotation of the coordinate system cannot affect the magnitude of the velocities.
Hence, the partial derivative of T with respect to q j must again be zero, and since
V is independent of q̇ j , we once more get Eq. (2.48). But now we wish to show
that with q j a rotation coordinate the generalized force is the component of the
total applied torque about the axis of rotation, and p j is the component of the total
angular momentum along the same axis.

The generalized force Q j is again given by

Q j =
∑

i

Fi ?
∂ri

∂q j
,

only the derivative now has a different meaning. Here the change in q j must
correspond to an infinitesimal rotation of the vector ri , keeping the magnitude
of the vector constant. From Fig. 2.8, the magnitude of the derivative can easily
be obtained:

|dri | = ri sin θ dq j and

∣∣∣∣ ∂ri

∂q j

∣∣∣∣ = ri sin θ,

FIGURE 2.8 Change of a position vector under rotation of the system.
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and its direction is perpendicular to both ri and n. Clearly, the derivative can be
written in vector form as

∂ri

∂q j
= n3 ri . (2.50)

With this result, the generalized force becomes

Q j =
∑

i

Fi ? n3 ri

=
∑

i

n ? ri 3Fi ,

reducing to

Q j = n ?
∑

i

Ni = n ?N,

which proves the first part. A similar manipulation of p j with the aid of Eq. (2.50)
provides proof of the second part of the statement:

p j = ∂T

∂q̇ j
=
∑

i

mi vi ?
∂ri

∂q j
=
∑

i

n ? ri 3mi vi = n ?
∑

i

Li = n ?L.

Summarizing these results, we see that if the rotation coordinate q j is cyclic,
then Q j , which is the component of the applied torque along n, vanishes, and
the component of L along n is constant. Here we have recovered the angular
momentum conservation theorem out of the general conservation theorem relating
to cyclic coordinates.

The significance of cyclic translation or rotation coordinates in relation to the
properties of the system deserves some comment at this point. If a generalized
coordinate corresponding to a displacement is cyclic, it means that a translation
of the system, as if rigid, has no effect on the problem. In other words, if the sys-
tem is invariant under translation along a given direction, the corresponding linear
momentum is conserved. Similarly, the fact that a generalized rotation coordinate
is cyclic (and therefore the conjugate angular momentum conserved) indicates
that the system is invariant under rotation about the given axis. Thus, the momen-
tum conservation theorems are closely connected with the symmetry properties
of the system. If the system is spherically symmetric, we can say without further
ado that all components of angular momentum are conserved. Or, if the system is
symmetric only about the z axis, then only Lz will be conserved, and so on for
the other axes. These symmetry considerations can often be used with relatively
complicated problems to determine by inspection whether certain constants of the
motion exist. (cf. Noether’s theorem—Sec. 13.7.)

Suppose, for example, the system consists of a set of mass points moving in
a potential field generated by fixed sources uniformly distributed on an infinite
plane, say, the z = 0 plane. (The sources might be a mass distribution if the forces
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were gravitational, or a charge distribution for electrostatic forces.) Then the sym-
metry of the problem is such that the Lagrangian is invariant under a translation
of the system of particles in the x- or y-directions (but not in the z-direction) and
also under a rotation about the z axis. It immediately follows that the x- and
y-components of the total linear momentum, Px and Py , are constants of the
motion along with Lz , the z-component of the total angular momentum. However,
if the sources were restricted only to the half plane, x ≥ 0, then the symmetry for
translation along the x axis and for rotation about the z axis would be destroyed.
In that case, Px and Lz could not be conserved, but Py would remain a constant of
the motion. We will encounter the connections between the constants of motion
and the symmetry properties of the system several times in the following chapters.

2.7 ENERGY FUNCTION AND THE CONSERVATION OF ENERGY

Another conservation theorem we should expect to obtain in the Lagrangian
formulation is the conservation of total energy for systems where the forces are
derivable from potentials dependent only upon position. Indeed, it is possible to
demonstrate a conservation theorem for which conservation of total energy repre-
sents only a special case. Consider a general Lagrangian, which will be a function
of the coordinates q j and the velocities q̇ j and may also depend explicitly on the
time. (The explicit time dependence may arise from the time variation of external
potentials, or from time-dependent constraints.) Then the total time derivative of
L is

d L

dt
=
∑

j

∂L

∂q j

dq j

dt
+
∑

j

∂L

∂ q̇ j

dq̇ j

dt
+ ∂L

∂t
. (2.51)

From Lagrange’s equations,

∂L

∂q j
= d

dt

(
∂L

∂ q̇ j

)
,

and (2.51) can be rewritten as

d L

dt
=
∑

j

d

dt

(
∂L

∂q̇ j

)
q̇ j +

∑
j

∂L

∂ q̇ j

dq̇ j

dt
+ ∂L

∂t

or

d L

dt
=
∑

j

d

dt

(
q̇ j
∂L

∂q̇ j

)
+ ∂L

∂t
.

It therefore follows that

d

dt

⎛
⎝∑

j

q̇ j
∂L

∂ q̇ j
− L

⎞
⎠+ ∂L

∂t
= 0. (2.52)
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The quantity in parentheses is oftentimes called the energy function* and will be
denoted by h:

h(q1, . . . , qn; q̇1, . . . , q̇n; t) =
∑

j

q̇ j
∂L

∂ q̇ j
− L , (2.53)

and Eq. (2.52) can be looked on as giving the total time derivative of h:

dh

dt
= −∂L

∂t
. (2.54)

If the Lagrangian is not an explicit function of time, i.e., if t does not appear
in L explicitly but only implicitly through the time variation of q and q̇ , then
Eq. (2.54) says that h is conserved. It is one of the first integrals of the motion and
is sometimes referred to as Jacobi’s integral.†

Under certain circumstances, the function h is the total energy of the system.
To determine what these circumstances are, we recall that the total kinetic energy
of a system can always be written as

T = T0 + T1 + T2, (1.73)

where T0 is a function of the generalized coordinates only, T1(q, q̇) is linear in the
generalized velocities, and T2(q, q̇) is a quadratic function of the q̇’s. For a very
wide range of systems and sets of generalized coordinates, the Lagrangian can be
similarly decomposed as regards its functional behavior in the q̇ variables:

L(q, q̇, t) = L0(q, t)+ L1(q, q̇, t)+ L2(q, q̇, t). (2.55)

Here L2 is a homogeneous function of the second degree (not merely quadratic)
in q̇ , while L1 is homogeneous of the first degree in q̇ . There is no reason intrinsic
to mechanics that requires the Lagrangian to conform to Eq. (2.55), but in fact it
does for most problems of interest. The Lagrangian clearly has this form when
the forces are derivable from a potential not involving the velocities. Even with
the velocity-dependent potentials, we note that the Lagrangian for a charged par-
ticle in an electromagnetic field, Eq. (1.63), satisfies Eq. (2.55). Now, recall that
Euler’s theorem states that if f is a homogeneous function of degree n in the
variables xi , then

∑
i

xi
∂ f

∂xi
= n f. (2.56)

*The energy function h is identical in value with the Hamiltonian H (See Chapter 8). It is given
a different name and symbol here to emphasize that h is considered a function of n independent
variables q j and their time derivatives q̇ j (along with the time), whereas the Hamiltonian will be
treated as a function of 2n independent variables, q j , p j (and possibly the time).
†This designation is most often confined to a first integral in the restricted three-body problem. How-
ever, the integral there is merely a special case of the energy function h, and there is some historical
precedent to apply the name Jacobi integral to the more general situation.
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Applied to the function h, Eq. (2.53), for the Lagrangians of the form (2.55), this
theorem implies that

h = 2L2 + L1 − L = L2 − L0. (2.57)

If the transformation equations defining the generalized coordinates, Eqs. (1.38),
do not involve the time explicitly, then by Eqs. (1.73) T = T2. If, further,
the potential does not depend on the generalized velocities, then L2 = T and
L0 = −V , so that

h = T + V = E, (2.58)

and the energy function is indeed the total energy. Under these circumstances,
if V does not involve the time explicitly, neither will L . Thus, by Eq. (2.54), h
(which is here the total energy), will be conserved.

Note that the conditions for conservation of h are in principle quite distinct
from those that identify h as the total energy. We can have a set of generalized
coordinates such that in a particular problem h is conserved but is not the total
energy. On the other hand, h can be the total energy, in the form T + V , but not
be conserved. Also note that whereas the Lagrangian is uniquely fixed for each
system by the prescription L = T − U independent of the choice of generalized
coordinates, the energy function h depends in magnitude and functional form on
the specific set of generalized coordinates. For one and the same system, various
energy functions h of different physical content can be generated depending on
how the generalized coordinates are chosen.

The most common case that occurs in classical mechanics is one in which the
kinetic energy terms are all of the form mq̇2

i /2 or p2
i /2m and the potential energy

depends only upon the coordinates. For these conditions, the energy function is
both conserved and is also the total energy.

Finally, note that where the system is not conservative, but there are frictional
forces derivable from a dissipation function F , it can be easily shown that F
is related to the decay rate of h. When the equations of motion are given by
Eq. (1.70), including dissipation, then Eq. (2.52) has the form

dh

dt
+ ∂L

∂t
=
∑

j

∂F
∂ q̇ j

q̇ j .

By the definition of F , Eq. (1.67), it is a homogeneous function of the q̇’s of
degree 2. Hence, applying Euler’s theorem again, we have

dh

dt
= −2F − ∂L

∂t
. (2.59)

If L is not an explicit function of time, and the system is such that h is the same
as the energy, then Eq. (2.59) says that 2F is the rate of energy dissipation,

d E

dt
= −2F , (2.60)

a statement proved above (cf. Sec. 1.5) in less general circumstances.
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DERIVATIONS

1. Complete the solution of the brachistochrone problem begun in Section 2.2 and show
that the desired curve is a cycloid with a cusp at the initial point at which the particle
is released. Show also that if the particle is projected with an initial kinetic energy
1
2 mv2

0 that the brachistochrone is still a cycloid passing through the two points with a

cusp at a height z above the initial point given by v2
0 = 2gz.

2. Show that if the potential in the Lagrangian contains velocity-dependent terms, the
canonical momentum corresponding to a coordinate of rotation θ of the entire system
is no longer the mechanical angular momentum Lθ but is given by

pθ = Lθ −
∑

i

n ? ri 3∇vi U,

where ∇v is the gradient operator in which the derivatives are with respect to the
velocity components and n is a unit vector in the direction of rotation. If the forces are
electromagnetic in character, the canonical momentum is therefore

pθ = Lθ +
∑

i

n ? ri 3
qi

c
Ai .

3. Prove that the shortest distance between two points in space is a straight line.

4. Show that the geodesics of a spherical surface are great circles, i.e., circles whose
centers lie at the center of the sphere.

EXERCISES

5. A particle is subjected to the potential V (x) = −Fx , where F is a constant. The
particle travels from x = 0 to x = a in a time interval t0. Assume the motion of the
particle can be expressed in the form x(t) = A + B t +C t2. Find the values of A, B,
and C such that the action is a minimum.

6. Find the Euler–Lagrange equation describing the brachistochrone curve for a particle
moving inside a spherical Earth of uniform mass density. Obtain a first integral for
this differential equation by analogy to the Jacobi integral h. With the help of this
integral, show that the desired curve is a hypocycloid (the curve described by a point
on a circle rolling on the inside of a larger circle). Obtain an expression for the time
of travel along the brachistochrone between two points on Earth’s surface. How long
would it take to go from New York to Los Angeles (assumed to be 4800 km apart on
the surface) along a brachistochrone tunnel (assuming no friction) and how far below
the surface would the deepest point of the tunnel be?

7. In Example 2 of Section 2.1 we considered the problem of the minimum surface of
revolution. Examine the symmetric case x1 = x2, y2 = −y1 > 0, and express the
condition for the parameter a as a transcendental equation in terms of the dimension-
less quantities k = x2/a, and α = y2/x2. Show that for α greater than a certain value
α0 two values of k are possible, for α = α0 only one value of k is possible, while if
α < α0 no real value of k (or a) can be found, so that no catenary solution exists in
this region. Find the value of α0, numerically if necessary.
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8. The broken-segment solution described in the text (cf. p. 42), in which the area of
revolution is only that of the end circles of radius y1 and y2, respectively, is known
as the Goldschmidt solution. For the symmetric situation discussed in Exercise 7,
obtain an expression for the ratio of the area generated by the catenary solutions
to that given by the Goldschmidt solution. Your result should be a function only of
the parameters k and α. Show that for sufficiently large values of α at least one of
the catenaries gives an area below that of the Goldschmidt solution. On the other
hand, show that if α = α0, the Goldschmidt solution gives a lower area than the
catenary.

9. A chain or rope of indefinite length passes freely over pulleys at heights y1 and y2
above the plane surface of Earth, with a horizontal distance x2 − x1 between them.
If the chain or rope has a uniform linear mass density, show that the problem of
finding the curve assumed between the pulleys is identical with that of the prob-
lem of minimum surface of revolution. (The transition to the Goldschmidt solution
as the heights y1 and y2 are changed makes for a striking lecture demonstration. See
Exercise 8.)

10. Suppose it is known experimentally that a particle fell a given distance y0 in a time
t0 = √

2y0/g. The times of fall for distances other than y0 are not known. Sup-
pose further that the Lagrangian for the problem is known, but that instead of solv-
ing the equation of motion for y as a function of t , it is guessed that the functional
form is

y = at + bt2.

If the constants a and b are adjusted always so that the time to fall y0 is correctly
given by t0, show directly that the integral∫ t0

0
L dt

is an extremum for real values of the coefficients only when a = 0 and b = g/2.

11. When two billiard balls collide, the instantaneous forces between them are very large
but act only in an infinitesimal time �t , in such a manner that the quantity∫

�t
F dt

remains finite. Such forces are described as impulsive forces, and the integral over
�t is known as the impulse of the force. Show that if impulsive forces are present
Lagrange’s equations may be transformed into(

∂L

∂q̇ j

)
f
−
(
∂L

∂ q̇ j

)
i
= S j ,

where the subscripts i and f refer to the state of the system before and after the
impulse, S j is the impulse of the generalized impulsive force corresponding to q j ,
and L is the Lagrangian including all the nonimpulsive forces.

12. The term generalized mechanics has come to designate a variety of classical mechan-
ics in which the Lagrangian contains time derivatives of qi higher than the first. Prob-
lems for which

...
x = f (x, ẋ, ẍ, t) have been referred to as “jerky” mechanics. Such
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equations of motion have interesting applications in chaos theory (cf. Chapter 11). By
applying the methods of the calculus of variations, show that if there is a Lagrangian
of the form L(qi , q̇i , q̈i , t), and Hamilton’s principle holds with the zero variation of
both qi and q̇i at the end points, then the corresponding Euler–Lagrange equations
are

d2

dt2

(
∂L

∂q̈i

)
− d

dt

(
∂L

∂q̇i

)
+ ∂L

∂qi
= 0, i = 1, 2, . . . , n.

Apply this result to the Lagrangian

L = −m

2
qq̈ − k

2
q2.

Do you recognize the equations of motion?

13. A heavy particle is placed at the top of a vertical hoop. Calculate the reaction of
the hoop on the particle by means of the Lagrange’s undetermined multipliers and
Lagrange’s equations. Find the height at which the particle falls off.

14. A uniform hoop of mass m and radius r rolls without slipping on a fixed cylin-
der of radius R as shown in the figure. The only external force is that of gravity.
If the smaller cylinder starts rolling from rest on top of the bigger cylinder, use
the method of Lagrange mulipliers to find the point at which the hoop falls off the
cylinder.

15. A form of the Wheatstone impedance bridge has, in addition to the usual four resis-
tances, an inductance in one arm and a capacitance in the opposite arm. Set up L and
F for the unbalanced bridge, with the charges in the elements as coordinates. Using
the Kirchhoff junction conditions as constraints on the currents, obtain the Lagrange
equations of motion, and show that eliminating the λ’s reduces these to the usual net-
work equations.

16. In certain situations, particularly one-dimensional systems, it is possible to incorpo-
rate frictional effects without introducing the dissipation function. As an example, find
the equations of motion for the Lagrangian

L = eγ t

(
mq̇2

2
− kq2

2

)
.
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How would you describe the system? Are there any constants of motion? Suppose a
point transformation is made of the form

s = eγ t/2q.

What is the effective Lagrangian in terms of s? Find the equation of motion for s.
What do these results say about the conserved quantities for the system?

17. It sometimes occurs that the generalized coordinates appear separately in the kinetic
energy and the potential energy in such a manner that T and V may be written in the
form

T =
∑

i

fi (qi )q̇
2
i and V =

∑
i

Vi (qi ).

Show that Lagrange’s equations then separate, and that the problem can always be
reduced to quadratures.

18. A point mass is constrained to move on a massless hoop of radius a fixed in a vertical
plane that rotates about its vertical symmetry axis with constant angular speed ω.
Obtain the Lagrange equations of motion assuming the only external forces arise from
gravity. What are the constants of motion? Show that if ω is greater than a critical
value ω0, there can be a solution in which the particle remains stationary on the hoop
at a point other than at the bottom, but that if ω < ω0, the only stationary point for the
particle is at the bottom of the hoop. What is the value of ω0?

19. A particle moves without friction in a conservative field of force produced by various
mass distributions. In each instance, the force generated by a volume element of the
distribution is derived from a potential that is proportional to the mass of the volume
element and is a function only of the scalar distance from the volume element. For the
following fixed, homogeneous mass distributions, state the conserved quantities in the
motion of the particle:

(a) The mass is uniformly distributed in the plane z = 0.

(b) The mass is uniformly distributed in the half-plane z = 0, y > 0.

(c) The mass is uniformly distributed in a circular cylinder of infinite length, with
axis along the z axis.

(d) The mass is uniformly distributed in a circular cylinder of finite length, with axis
along the z axis.

(e) The mass is uniformly distributed in a right cylinder of elliptical cross section and
infinite length, with axis along the z axis.

(f) The mass is uniformly distributed in a dumbbell whose axis is oriented along the
z axis.

(g) The mass is in the form of a uniform wire wound in the geometry of an infinite
helical solenoid, with axis along the z axis.

20. A particle of mass m slides without friction on a wedge of angle α and mass M that can
move without friction on a smooth horizontal surface, as shown in the figure. Treating
the constraint of the particle on the wedge by the method of Lagrange multipliers,
find the equations of motion for the particle and wedge. Also obtain an expression for
the forces of constraint. Calculate the work done in time t by the forces of constraint
acting on the particle and on the wedge. What are the constants of motion for the
system? Contrast the results you have found with the situation when the wedge is
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fixed. [Suggestion: For the particle you may either use a Cartesian coordinate system
with y vertical, or one with y normal to the wedge or, even more instructively, do it in
both systems.]

21. A carriage runs along rails on a rigid beam, as shown in the figure below. The carriage
is attached to one end of a spring of equilibrium length r0 and force constant k, whose
other end is fixed on the beam. On the carriage, another set of rails is perpendicular to
the first along which a particle of mass m moves, held by a spring fixed on the beam,
of force constant k and zero equilibrium length. Beam, rails, springs, and carriage are
assumed to have zero mass. The whole system is forced to move in a plane about the
point of attachment of the first spring, with a constant angular speed ω. The length of
the second spring is at all times considered small compared to r0.

(a) What is the energy of the system? Is it conserved?

(b) Using generalized coordinates in the laboratory system, what is the Jacobi integral
for the system? Is it conserved?

(c) In terms of the generalized coordinates relative to a system rotating with the angu-
lar speed ω, what is the Lagrangian? What is the Jacobi integral? Is it conserved?
Discuss the relationship between the two Jacobi integrals.

22. Suppose a particle moves in space subject to a conservative potential V (r) but
is constrained to always move on a surface whose equation is σ(r, t) = 0. (The
explicit dependence on t indicates that the surface may be moving.) The instan-
taneous force of constraint is taken as always perpendicular to the surface. Show
analytically that the energy of the particle is not conserved if the surface moves in
time. What physically is the reason for nonconservation of the energy under this
circumstance?

23. Consider two particles of masses m1 and m2. Let m1 be confined to move on a circle
of radius a in the z = 0 plane, centered at x = y = 0. Let m2 be confined to move
on a circle of radius b in the z = c plane, centered at x = y = 0. A light (massless)
spring of spring constant k is attached between the two particles.
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(a) Find the Lagrangian for the system.

(b) Solve the problem using Lagrange multipliers and give a physical interpretation
for each multiplier.

24. The one-dimensional harmonic oscillator has the Lagrangian L = mẋ2/2 − kx2/2.
Suppose you did not know the solution to the motion, but realized that the motion
must be periodic and therefore could be described by a Fourier series of the form

x(t) =
∑
j=0

a j cos jωt,

(taking t = 0 at a turning point) where ω is the (unknown) angular frequency of the
motion. This representation for x(t) defines a many-parameter path for the system
point in configuration space. Consider the action integral I for two points, t1 and t2
separated by the period T = 2π/ω. Show that with this form for the system path, I is
an extremum for nonvanishing x only if a j = 0, for j 	= 1, and only if ω2 = k/m.

25. A disk of radius R rolls without slipping inside the stationary parabola y = ax2. Find
the equations of constraint. What condition allows the disk to roll so that it touches
the parabola at one and only one point independent of its position?

26. A particle of mass m is suspended by a massless spring of length L . It hangs, without
initial motion, in a gravitational field of strength g. It is struck by an impulsive hor-
izontal blow, which introduces an angular velocity ω. If ω is sufficiently small, it is
obvious that the mass moves as a simple pendulum. If ω is sufficiently large, the mass
will rotate about the support. Use a Lagrange multiplier to determine the conditions
under which the string becomes slack at some point in the motion.

27. (a) Show that the constraint Eq. (2.29) is truly nonholonomic by showing that it can-
not be integrated to a homonomic form.

(b) Show that the corresponding constraint forces do no virtual work.

(c) Find one or more solutions to (2.29)–(2.30) for V = 0 and show that they
conserve energy.
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3 The Central Force Problem

In this chapter we shall discuss the problem of two bodies moving under the
influence of a mutual central force as an application of the Lagrangian formu-
lation. Not all the problems of central force motion are integrable in terms of
well-known functions. However, we shall attempt to explore the problem as thor-
oughly as is possible with the tools already developed. In the last section of this
chapter we consider some of the complications that follow by the presence of a
third body.

3.1 REDUCTION TO THE EQUIVALENT ONE-BODY PROBLEM

Consider a monogenic system of two mass points, m1 and m2 (cf. Fig. 3.1), where
the only forces are those due to an interaction potential U . We will assume at first
that U is any function of the vector between the two particles, r2 − r1, or of their
relative velocity, ṙ2 − ṙ1, or of any higher derivatives of r2 − r1. Such a system
has six degrees of freedom and hence six independent generalized coordinates.
We choose these to be the three components of the radius vector to the center of
mass, R, plus the three components of the difference vector r = r2 − r1. The
Lagrangian will then have the form

L = T (Ṙ, ṙ)− U (r, ṙ, . . .). (3.1)

FIGURE 3.1 Coordinates for the two-body problem.

70
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The kinetic energy T can be written as the sum of the kinetic energy of the
motion of the center of mass, plus the kinetic energy of motion about the center
of mass, T ′:

T = 1
2 (m1 + m2) Ṙ2 + T ′

with

T ′ = 1
2 m1ṙ′21 + 1

2 m2ṙ′22 .

Here r′1 and r′2 are the radii vectors of the two particles relative to the center of
mass and are related to r by

r′1 = − m2

m1 + m2
r,

r′2 = m1

m1 + m2
r (3.2)

Expressed in terms of r by means of Eq. (3.2), T ′ takes on the form

T ′ = 1

2

m1m2

m1 + m2
ṙ2

and the total Lagrangian (3.1) is

L = m1 + m2

2
Ṙ2 + 1

2

m1m2

m1 + m2
ṙ2 − U (r, ṙ, . . .). (3.3)

It is seen that the three coordinates R are cyclic, so that the center of mass
is either at rest or moving uniformly. None of the equations of motion for r will
contain terms involving R or Ṙ. Consequently, the process of integration is par-
ticularly simple here. We merely drop the first term from the Lagrangian in all
subsequent discussion.

The rest of the Lagrangian is exactly what would be expected if we had a fixed
center of force with a single particle at a distance r from it, having a mass

μ = m1m2

m1 + m2
, (3.4)

where μ is known as the reduced mass. Frequently, Eq. (3.4) is written in the form

1

μ
= 1

m1
+ 1

m2
. (3.5)

Thus, the central force motion of two bodies about their center of mass can always
be reduced to an equivalent one-body problem.
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3.2 THE EQUATIONS OF MOTION AND FIRST INTEGRALS

We now restrict ourselves to conservative central forces, where the potential is
V (r), a function of r only, so that the force is always along r. By the results of
the preceding section, we need only consider the problem of a single particle of
reduced mass m moving about a fixed center of force, which will be taken as the
origin of the coordinate system. Since potential energy involves only the radial
distance, the problem has spherical symmetry; i.e., any rotation, about any fixed
axis, can have no effect on the solution. Hence, an angle coordinate representing
rotation about a fixed axis must be cyclic. These symmetry properties result in a
considerable simplification in the problem.

Since the problem is spherically symmetric, the total angular momentum
vector,

L = r3 p,

is conserved. It therefore follows that r is always perpendicular to the fixed direc-
tion of L in space. This can be true only if r always lies in a plane whose normal
is parallel to L. While this reasoning breaks down if L is zero, the motion in that
case must be along a straight line going through the center of force, for L = 0
requires r to be parallel to ṙ, which can be satisfied only in straight-line motion.*
Thus, central force motion is always motion in a plane.

Now, the motion of a single particle in space is described by three coordi-
nates; in spherical polar coordinates these are the azimuth angle θ , the zenith
angle (or colatitude) ψ , and the radial distance r . By choosing the polar axis to be
in the direction of L, the motion is always in the plane perpendicular to the polar
axis. The coordinate ψ then has only the constant value π/2 and can be dropped
from the subsequent discussion. The conservation of the angular momentum vec-
tor furnishes three independent constants of motion (corresponding to the three
Cartesian components). In effect, two of these, expressing the constant direction
of the angular momentum, have been used to reduce the problem from three to
two degrees of freedom. The third of these constants, corresponding to the con-
servation of the magnitude of L, remains still at our disposal in completing the
solution.

Expressed now in plane polar coordinates, the Lagrangian is

L = T − V

= 1
2 m
(
ṙ2 + r2θ̇2)− V (r). (3.6)

As was forseen, θ is a cyclic coordinate, whose corresponding canonical momen-
tum is the angular momentum of the system:

pθ = ∂L

∂θ̇
= mr2θ̇ .

*Formally: ṙ = ṙnr + r θ̇nθ , hence r3 ṙ = 0 requires θ̇ = 0.
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One of the two equations of motion is then simply

ṗθ = d

dt

(
mr2θ̇

)
= 0. (3.7)

with the immediate integral

mr2θ̇ = l, (3.8)

where l is the constant magnitude of the angular momentum. From (3.7) is also
follows that

d

dt

(
1

2
r2θ̇

)
= 0. (3.9)

The factor 1
2 is inserted because 1

2r2θ̇ is just the areal velocity—the area swept
out by the radius vector per unit time. This interpretation follows from Fig. 3.2,
the differential area swept out in time dt being

d A = 1
2r(r dθ),

and hence

d A

dt
= 1

2
r2 dθ

dt
.

The conservation of angular momentum is thus equivalent to saying the areal
velocity is constant. Here we have the proof of the well-known Kepler’s second
law of planetary motion: The radius vector sweeps out equal areas in equal times.
It should be emphasized however that the conservation of the areal velocity is a
general property of central force motion and is not restricted to an inverse-square
law of force.

FIGURE 3.2 The area swept out by the radius vector in a time dt .
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The remaining Lagrange equation, for the coordinate r , is

d

dt
(mṙ)− mr θ̇2 + ∂V

∂r
= 0. (3.10)

Designating the value of the force along r, −∂V/∂r , by f (r) the equation can be
rewritten as

mr̈ − mr θ̇2 = f (r). (3.11)

By making use of the first integral, Eq. (3.8), θ̇ can be eliminated from the equa-
tion of motion, yielding a second-order differential equation involving r only:

mr̈ − l2

mr3
= f (r). (3.12)

There is another first integral of motion available, namely the total energy,
since the forces are conservative. On the basis of the general energy conservation
theorem, we can immediately state that a constant of the motion is

E = 1
2 m
(
ṙ2 + r2θ̇2)+ V (r), (3.13)

where E is the energy of the system. Alternatively, this first integral could be
derived again directly from the equations of motion (3.7) and (3.12). The latter
can be written as

mr̈ = − d

dr

(
V + 1

2

l2

mr2

)
. (3.14)

If both sides of Eq. (3.14) are multiplied by ṙ the left side becomes

mr̈ṙ = d

dt

(
1

2
mṙ2

)
.

The right side similarly can be written as a total time derivative, for if g(r) is any
function of r , then the total time derivative of g has the form

d

dt
g(r) = dg

dr

dr

dt
.

Hence, Eq. (3.14) is equivalent to

d

dt

(
1

2
mṙ2

)
= − d

dt

(
V + 1

2

l2

mr2

)

or

d

dt

(
1

2
mṙ2 + 1

2

l2

mr2
+ V

)
= 0,
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and therefore

1

2
mṙ2 + 1

2

l2

mr2
+ V = constant. (3.15)

Equation (3.15) is the statement of the conservation of total energy, for by
using (3.8) for l, the middle term can be written

1

2

l2

mr2
= 1

2mr2
m2r4θ̇2 = mr2θ̇2

2
,

and (3.15) reduces to (3.13).
These first two integrals give us in effect two of the quadratures necessary to

complete the problem. As there are two variables, r and θ , a total of four inte-
grations are needed to solve the equations of motion. The first two integrations
have left the Lagrange equations as two first-order equations (3.8) and (3.15); the
two remaining integrations can be accomplished (formally) in a variety of ways.
Perhaps the simplest procedure starts from Eq. (3.15). Solving for ṙ , we have

ṙ =
√

2

m

(
E − V − l2

2mr2

)
, (3.16)

or

dt = dr√
2
m

(
E − V − l2

2mr2

) . (3.17)

At time t = 0, let r have the initial value r0. Then the integral of both sides of the
equation from the initial state to the state at time t takes the form

t =
∫ r

r0

dr√
2
m

(
E − V − l2

2mr2

) . (3.18)

As it stands, Eq. (3.18) gives t as a function of r and the constants of integration
E , l, and r0. However, it may be inverted, at least formally, to give r as a function
of t and the constants. Once the solution for r is found, the solution θ follows
immediately from Eq. (3.8), which can be written as

dθ = l dt

mr2
. (3.19)

If the initial value of θ is θ0, then the integral of (3.19) is simply

θ = l
∫ t

0

dt

mr2(t)
+ θ0. (3.20)
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Equations (3.18) and (3.20) are the two remaining integrations, and formally
the problem has been reduced to quadratures (evaluating integrals), with four
constants of integration E , l, r0, θ0. These constants are not the only ones that
can be considered. We might equally as well have taken r0, θ0, ṙ0, θ̇0, but of
course E and l can always be determined in terms of this set. For many appli-
cations, however, the set containing the energy and angular momentum is the
natural one. In quantum mechanics, such constants as the initial values of r and
θ , or of ṙ and θ̇ , become meaningless, but we can still talk in terms of the sys-
tem energy or of the system angular momentum. Indeed, two salient differences
between classical and quantum mechanics appear in the properties of E and l
in the two theories. To discuss the transition to quantum theories it is important
that the classical description of the system be in terms of its energy and angular
momentum.

3.3 THE EQUIVALENT ONE-DIMENSIONAL PROBLEM,
AND CLASSIFICATION OF ORBITS

Although we have solved the one-dimensional problem formally, practically
speaking the integrals (3.18) and (3.20) are usually quite unmanageable, and in
any specific case it is often more convenient to perform the integration in some
other fashion. But before obtaining the solution for any specific force laws, let
us see what can be learned about the motion in the general case, using only the
equations of motion and the conservation theorems, without requiring explicit
solutions.

For example, with a system of known energy and angular momentum, the mag-
nitude and direction of the velocity of the particle can be immediately determined
in terms of the distance r . The magnitude v follows at once from the conservation
of energy in the form

E = 1
2 mv2 + V (r)

or

v =
√

2

m
(E − V (r)). (3.21)

The radial velocity—the component of ṙ along the radius vector—has been given
in Eq. (3.16). Combined with the magnitude v, this is sufficient information to
furnish the direction of the velocity.* These results, and much more, can also be
obtained from consideration of an equivalent one-dimensional problem.

The equation of motion in r , with θ̇ expressed in terms of l, Eq. (3.12), involves
only r and its derivatives. It is the same equation as would be obtained for a

*Alternatively, the conservation of angular momentum furnishes θ̇ , the angular velocity, and this
together with ṙ gives both the magnitude and direction of ṙ.
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fictitious one-dimensional problem in which a particle of mass m is subject to a
force

f ′ = f + l2

mr3
. (3.22)

The significance of the additional term is clear if it is written as mr θ̇2 = mv2
θ /r ,

which is the familiar centrifugal force. An equivalent statement can be obtained
from the conservation theorem for energy. By Eq. (3.15) the motion of the
particle in r is that of a one-dimensional problem with a fictitious potential
energy:

V ′ = V + 1

2

l2

mr2
. (3.22′)

As a check, note that

f ′ = −∂V ′

∂r
= f (r)+ l2

mr3
,

which agrees with Eq. (3.22). The energy conservation theorem (3.15) can thus
also be written as

E = V ′ + 1
2 mṙ2. (3.15′)

As an illustration of this method of examining the motion, consider a plot of
V ′ against r for the specific case of an attractive inverse-square law of force:

f = − k

r2
.

(For positive k, the minus sign ensures that the force is toward the center of force.)
The potential energy for this force is

V = −k

r
,

and the corresponding fictitious potential is

V ′ = −k

r
+ l2

2mr2
.

Such a plot is shown in Fig. 3.3; the two dashed lines represent the separate com-
ponents

−k

r
and

l2

2mr2
,

and the solid line is the sum V ′.
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FIGURE 3.3 The equivalent one-dimensional potential for attractive inverse-square law
of force.

Let us consider now the motion of a particle having the energy E1, as shown
in Figs. 3.3 and 3.4. Clearly this particle can never come closer than r1 (cf.
Fig. 3.4). Otherwise with r < r1, V ′ exceeds E1 and by Eq. (3.15′) the kinetic
energy would have to be negative, corresponding to an imaginary velocity! On
the other hand, there is no upper limit to the possible value of r , so the orbit
is not bounded. A particle will come in from infinity, strike the “repulsive cen-
trifugal barrier,” be repelled, and travel back out to infinity (cf. Fig. 3.5). The
distance between E and V ′ is 1

2 mṙ2, i.e., proportional to the square of the radial
velocity, and becomes zero, naturally, at the turning point r1. At the same time,
the distance between E and V on the plot is the kinetic energy 1

2 mv2 at the
given value of r . Hence, the distance between the V and V ′ curves is 1

2 mr2θ̇2.
These curves therefore supply the magnitude of the particle velocity and its com-
ponents for any distance r , at the given energy and angular momentum. This
information is sufficient to produce an approximate picture of the form of the
orbit.

For the energy E2 = 0 (cf. Fig. 3.3), a roughly similar picture of the orbit
behavior is obtained. But for any lower energy, such as E3 indicated in Fig. 3.6,
we have a different story. In addition to a lower bound r1, there is also a max-
imum value r2 that cannot be exceeded by r with positive kinetic energy. The
motion is then “bounded,” and there are two turning points, r1 and r2, also
known as apsidal distances. This does not necessarily mean that the orbits
are closed. All that can be said is that they are bounded, contained between
two circles of radius r1 and r2 with turning points always lying on the circles
(cf. Fig. 3.7).
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FIGURE 3.4 Unbounded motion at positive energies for inverse-square law of force.

FIGURE 3.5 The orbit for E1 corresponding to unbounded motion.
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FIGURE 3.6 The equivalent one-dimensional potential for inverse-square law of force,
illustrating bounded motion at negative energies.

If the energy is E4 at the minimum of the fictitious potential as shown in
Fig. 3.8, then the two bounds coincide. In such case, motion is possible at only
one radius; ṙ = 0, and the orbit is a circle. Remembering that the effective “force”
is the negative of the slope of the V ′ curve, the requirement for circular orbits is
simply that f ′ be zero, or

f (r) = − l2

mr3
= −mr θ̇2.

We have here the familiar elementary condition for a circular orbit, that the
applied force be equal and opposite to the “reversed effective force” of centripetal

FIGURE 3.7 The nature of the orbits for bounded motion. (β = 3 from Section 3.6.)
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FIGURE 3.8 The equivalent one-dimensional potential of inverse-square law of force,
illustrating the condition for circular orbits.

acceleration.* The properties of circular orbits and the conditions for them will
be studied in greater detail in Section 3.6.

Note that all of this discussion of the orbits for various energies has been at
one value of the angular momentum. Changing l changes the quantitative details
of the V ′ curve, but it does not affect the general classification of the types of
orbits.

For the attractive inverse-square law of force discussed above, we shall see
that the orbit for E1 is a hyperbola, for E2 a parabola, and for E3 an ellipse.
With other forces the orbits may not have such simple forms. However, the
same general qualitative division into open, bounded, and circular orbits will be
true for any attractive potential that (1) falls off slower than 1/r2 as r → ∞,
and (2) becomes infinite slower than 1/r2 as r → 0. The first condition
ensures that the potential predominates over the centrifugal term for large r ,
while the second condition is such that for small r it is the centrifugal term that
is important.

The qualitative nature of the motion will be altered if the potential does not
satisfy these requirements, but we may still use the method of the equivalent
potential to examine features of the orbits. As an example, let us consider the
attractive potential

V (r) = − a

r3
, with f = −3a

r4
.

The energy diagram is then as shown in Fig. 3.9. For an energy E , there are two
possible types of motion, depending upon the initial value of r . If r0 is less than
r1 the motion will be bounded, r will always remain less than r1, and the particle
will pass through the center of force. If r is initially greater than r2, then it will

*The case E < E4 does not correspond to physically possible motion, for then ṙ2 would have to be
negative, or ṙ imaginary.
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FIGURE 3.9 The equivalent one-dimensional potential for an attractive inverse-fourth
law of force.

always remain so; the motion is unbounded, and the particle can never get inside
the “potential” hole. The initial condition r1 < r0 < r2 is again not physically
possible.

Another interesting example of the method occurs for a linear restoring force
(isotropic harmonic oscillator):

f = −kr, V = 1
2 kr2.

For zero angular momentum, corresponding to motion along a straight line, V ′ = V
and the situation is as shown in Fig. 3.10. For any positive energy the motion is
bounded and, as we know, simple harmonic. If l �= 0, we have the state of affairs
shown in Fig. 3.11. The motion then is always bounded for all physically possible

FIGURE 3.10 Effective potential for zero angular momentum.
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FIGURE 3.11 The equivalent one-dimensional potential for a linear restoring force.

energies and does not pass through the center of force. In this particular case, it
is easily seen that the orbit is elliptic, for if f = −kr, the x- and y-components of
the force are

fx = −kx, fy = −ky.

The total motion is thus the resultant of two simple harmonic oscillations at right
angles, and of the same frequency, which in general leads to an elliptic orbit.

A well-known example is the spherical pendulum for small amplitudes. The
familiar Lissajous figures are obtained as the composition of two sinusoidal
oscillations at right angles where the ratio of the frequencies is a rational num-
ber. For two oscillations at the same frequency, the figure is a straight line when
the oscillations are in phase, a circle when they are 90◦ out of phase, and an
elliptic shape otherwise. Thus, central force motion under a linear restoring force
therefore provides the simplest of the Lissajous figures.

3.4 THE VIRIAL THEOREM

Another property of central force motion can be derived as a special case of a
general theorem valid for a large variety of systems—the virial theorem. It differs
in character from the theorems previously discussed in being statistical in nature;
i.e., it is concerned with the time averages of various mechanical quantities.

Consider a general system of mass points with position vectors ri and applied
forces Fi (including any forces of constraint). The fundamental equations of
motion are then

ṗi = Fi . (1.3)

We are interested in the quantity

G =
∑

i

pi ? ri ,
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where the summation is over all particles in the system. The total time derivative
of this quantity is

dG

dt
=
∑

i

ṙi ? pi +
∑

i

ṗi ? ri . (3.23)

The first term can be transformed to∑
i

ṙi ? pi =
∑

i

mi ṙi ? ṙi =
∑

i

miv
2
i = 2T,

while the second term by (1.3) is

∑
i

ṗi ? ri =
∑

i

Fi ? ri .

Equation (3.23) therefore reduces to

d

dt

∑
i

pi ? ri = 2T +
∑

i

Fi ? ri . (3.24)

The time average of Eq. (3.24) over a time interval τ is obtained by integrating
both sides with respect to t from 0 to τ , and dividing by τ :

1

τ

∫ τ

0

dG

dt
dt ≡ dG

dt
= 2T +

∑
i

Fi ? ri

or

2T +
∑

i

Fi ? ri = 1

τ
[G(τ )− G(0)] . (3.25)

If the motion is periodic, i.e., all coordinates repeat after a certain time, and if τ
is chosen to be the period, then the right-hand side of (3.25) vanishes. A similar
conclusion can be reached even if the motion is not periodic, provided that the
coordinates and velocities for all particles remain finite so that there is an upper
bound to G. By choosing τ sufficiently long, the right-hand side of Eq. (3.25) can
be made as small as desired. In both cases, it then follows that

T = −1

2

∑
i

Fi ? ri . (3.26)

Equation (3.26) is known as the virial theorem, and the right-hand side is called
the virial of Clausius. In this form the theorem is imporant in the kinetic theory
of gases since it can be used to derive ideal gas law for perfect gases by means of
the following brief argument.
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We consider a gas consisting of N atoms confined within a container of
volume V . The gas is further assumed to be at a Kelvin temperature T (not
to be confused with the symbol for kinetic energy). Then by the equipartition
theorem of kinetic theory, the average kinetic energy of each atom is given by
3
2 kB T , kB being the Boltzmann constant, a relation that in effect is the definition
of temperature. The left-hand side of Eq. (3.26) is therefore

3
2 NkB T .

On the right-hand side of Eq. (3.26), the forces Fi include both the forces of
interaction between atoms and the forces of constraint on the system. A perfect
gas is defined as one for which the forces of interaction contribute negligibly to
the virial. This occurs, e.g., if the gas is so tenuous that collisions between atoms
occur rarely, compared to collisions with the walls of the container. It is these
walls that constitute the constraint on the system, and the forces of constraint,
Fc, are localized at the wall and come into existence whenever a gas atom col-
lides with the wall. The sum on the right-hand side of Eq. (3.26) can therefore be
replaced in the average by an integral over the surface of the container. The force
of constraint represents the reaction of the wall to the collision forces exerted by
the atoms on the wall, i.e., to the pressure P . With the usual outward convention
for the unit vector n in the direction of the normal to the surface, we can therefore
write

dFi = −Pn d A,

or

1

2

∑
i

Fi ? ri = − P

2

∫
n ? r d A.

But, by Gauss’s theorem,∫
n ? r d A =

∫
� ? r dV = 3V .

The virial theorem, Eq. (3.26), for the system representing a perfect gas can there-
fore be written

3
2 NkB T = 3

2 PV,

which, cancelling the common factor of 3
2 on both sides, is the familiar ideal

gas law. Where the interparticle forces contribute to the virial, the perfect gas
law of course no longer holds. The virial theorem is then the principal tool, in
classical kinetic theory, for calculating the equation of state corresponding to such
imperfect gases.

We can further show that if the forces Fi are the sum of nonfrictional forces
F′

i and frictional forces fi proportional to the velocity, then the virial depends
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only on the F′
i ; there is no contribution from the fi . Of course, the motion

of the system must not be allowed to die down as a result of the frictional
forces. Energy must constantly be pumped into the system to maintain the mo-
tion; otherwise all time averages would vanish as τ increases indefinitely (cf.
Derivation 1.)

If the forces are derivable from a potential, then the theorem becomes

T = 1

2

∑
i

∇V ? ri , (3.27)

and for a single particle moving under a central force it reduces to

T = 1

2

∂V

∂r
r . (3.28)

If V is a power-law function of r ,

V = arn+1,

where the exponent is chosen so that the force law goes as rn , then

∂V

∂r
r = (n + 1)V,

and Eq. (3.28) becomes

T = n + 1

2
V . (3.29)

By an application of Euler’s theorem for homogeneous functions (cf. p. 62), it is
clear that Eq. (3.29) also holds whenever V is a homogeneous function in r of
degree n + 1. For the further special case of inverse-square law forces, n is −2,
and the virial theorem takes on a well-known form:

T = − 1
2 V . (3.30)

3.5 THE DIFFERENTIAL EQUATION FOR THE ORBIT,
AND INTEGRABLE POWER-LAW POTENTIALS

In treating specific details of actual central force problems, a change in the orien-
tation of our discussion is desirable. Hitherto solving a problem has meant find-
ing r and θ as functions of time with E , l, etc., as constants of integration. But
most often what we really seek is the equation of the orbit, i.e., the dependence
of r upon θ , eliminating the parameter t . For central force problems, the elim-
ination is particularly simple, since t occurs in the equations of motion only as
a variable of differentiation. Indeed, one equation of motion, (3.8), simply pro-
vides a definite relation between a differential change dt and the corresponding



“M03 Goldstein ISBN C03” — 2011/2/15 — page 87 — #18

3.5 The Differential Equation for the Orbit 87

change dθ :

l dt = mr2 dθ. (3.31)

The corresponding relation between derivatives with respect to t and θ is

d

dt
= l

mr2

d

dθ
. (3.32)

These relations may be used to convert the equation of motion (3.12) or (3.16) to
a differential equation for the orbit. A substitution into Eq. (3.12) gives a second-
order differential equation, while a substitution into Eq. (3.17) gives a simpler
first-order differential equation.

The substitution into Eq. (3.12) yields

l

r2

d

dθ

(
l

mr2

dr

dθ

)
− l2

mr3
= f (r), (3.33)

which upon substituting u = 1/r and expressing the results in terms of the poten-
tial gives

d2u

dθ2
+ u = −m

l2

d

du
V

(
1

u

)
. (3.34)

The preceding equation is such that the resulting orbit is symmetric about two
adjacent turning points. To prove this statement, note that if the orbit is symmet-
rical it should be possible to reflect it about the direction of the turning angle
without producing any change. If the coordinates are chosen so that the turning
point occurs for θ = 0, then the reflection can be effected mathematically by
substituting −θ for θ . The differential equation for the orbit, (3.34), is obviously
invariant under such a substitution. Further the initial conditions, here

u = u(0),

(
du

dθ

)
0
= 0, for θ = 0,

will likewise be unaffected. Hence, the orbit equation must be the same whether
expressed in terms of θ or −θ , which is the desired conclusion. The orbit is there-
fore invariant under reflection about the apsidal vectors. In effect, this means that
the complete orbit can be traced if the portion of the orbit between any two turning
points is known. Reflection of the given portion about one of the apsidal vectors
produces a neighboring stretch of the orbit, and this process can be repeated in-
definitely until the rest of the orbit is completed, as illustrated in Fig. 3.12.

For any particular force law, the actual equation of the orbit can be obtained by
eliminating t from the solution (3.17) by means of (3.31), resulting in

dθ = l dr

mr2

√
2
m

(
E − V (r)− l2

2mr2

) . (3.35)
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FIGURE 3.12 Extension of the orbit by reflection of a portion about the apsidal vectors.

With slight rearrangements, the integral of (3.35) is

θ =
∫ r

r0

dr

r2
√

2m E
l2 − 2mV

l2 − 1
r2

+ θ0, (3.36)

or, if the variable of integration is changed to u = 1/r ,

θ = θ0 −
∫ u

u0

du√
2m E

l2 − 2mV
l2 − u2

. (3.37)

As in the case of the equation of motion, Eq. (3.37), while solving the problem
formally, is not always a practicable solution, because the integral often cannot be
expressed in terms of well-known functions. In fact, only certain types of force
laws have been investigated. The most important are the power-law functions of r ,

V = arn+1 (3.38)

so that the force varies at the nth power of r .* With this potential, (3.37) becomes

θ = θ0 −
∫ u

u0

du√
2m E

l2 − 2ma
l2 u−n−1 − u2

. (3.39)

This again is integrable in terms of simple functions only in certain cases. The
particular power-law exponents for which the results can be expressed in terms of
trigonometric functions are

n = 1,−2,−3.

*The case n = −1 is to be excluded from the discussion. In the potential (3.38), it corresponds to a
constant potential, i.e., no force at all. It is an equally anomalous case if the exponent is used in the
force law directly, since a force varying as r−1 corresponds to a logarithmic potential, which is not a
power law at all. A logarithmic potential is unusual for motion about a point; it is more characteristic
of a line source. Further details of these cases are given in the second edition of this text.
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The results of the integral for

n = 5, 3, 0,−4,−5,−7

can be expressed in terms of elliptic functions. These are all the possibilities for an
integer exponent where the formal integrations are expressed in terms of simple
well-known functions. Some fractional exponents can be shown to lead to elliptic
functions, and many other exponents can be expressed in terms of the hyperge-
ometric function. The trigonometric and elliptical functions are special cases of
generalized hypergeometric function integrals. Equation (3.39) can of course be
numerically integrated for any nonpathological potential, but this is beyond the
scope of the text.

3.6 CONDITIONS FOR CLOSED ORBITS (BERTRAND’S THEOREM)

We have not yet extracted all the information that can be obtained from the
equivalent one-dimensional problem or from the orbit equation without explic-
itly solving for the motion. In particular, it is possible to derive a powerful and
thought-provoking theorem on the types of attractive central forces that lead
to closed orbits, i.e., orbits in which the particle eventually retraces its own
footsteps.

Conditions have already been described for one kind of closed orbit, namely a
circle about the center of force. For any given l, this will occur if the equivalent
potential V ′(r) has a minimum or maximum at some distance r0 and if the energy
E is just equal to V ′(r0). The requirement that V ′ have an extremum is equiva-
lent to the vanishing of f ′ at r0, leading to the condition derived previously (cf.
Section 3.3).

f (r0) = − l2

mr3
0

, (3.40)

which says the force must be attractive for circular orbits to be possible. In addi-
tion, the energy of the particle must be given by

E = V (r0)+ l2

2mr2
0

, (3.41)

which, by Eq. (3.15), corresponds to the requirement that for a circular orbit ṙ is
zero. Equations (3.40) and (3.41) are both elementary and familiar. Between them
they imply that for any attractive central force it is possible to have a circular
orbit at some arbitrary radius r0, provided the angular momentum l is given by
Eq. (3.40) and the particle energy by Eq. (3.41).

The character of the circular orbit depends on whether the extremum of V ′
is a minimum, as in Fig. 3.8, or a maximum, as if Fig. 3.9. If the energy is
slightly above that required for a circular orbit at the given value of l, then for
a minimum in V ′ the motion, though no longer circular, will still be bounded.
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However, if V ′ exhibits a maximum, then the slightest raising of E above the
circular value, Eq. (3.34), results in motion that is unbounded, with the parti-
cle moving both through the center of force and out to infinity for the potential
shown in Fig. 3.9. Borrowing the terminology from the case of static equilibrium,
the circular orbit arising in Fig. 3.8 is said to be stable; that in Fig. 3.9 is unsta-
ble. The stability of the circular orbit is thus determined by the sign of the second
derivative of V ′ at the radius of the circle, being stable for positive second deriva-
tive (V ′ concave up) and unstable for V ′ concave down. A stable orbit therefore
occurs if

∂2V ′

∂r2

∣∣∣∣
r=r0

= −∂ f

∂r

∣∣∣∣
r=r0

+ 3l2

mr4
0

> 0. (3.42)

Using Eq. (3.40), this condition can be written

∂ f

∂r

∣∣∣∣
r=r0

< −3 f (r0)

r0
, (3.43)

or

d ln f

d ln r

∣∣∣∣
r=r0

> −3 (3.43′)

where f (r0)/r0 is assumed to be negative and given by dividing Eq. (3.40) by r0.
If the force behaves like a power law of r in the vicinity of the circular radius r0,

f = −krn,

then the stability condition, Eq. (3.43), becomes

−knrn−1 < 3krn−1

or

n > −3, (3.44)

where k is assumed to be positive. A power-law attractive potential varying more
slowly than 1/r2 is thus capable of stable circular orbits for all values of r0.

If the circular orbit is stable, then a small increase in the particle energy above
the value for a circular orbit results in only a slight variation of r about r0. It
can be easily shown from (3.34) that for such small deviations from the circu-
larity conditions, the particle executes a simple harmonic motion in u(≡ 1/r)
about u0:

u = u0 + a cosβθ. (3.45)

Here a is an amplitude that depends upon the deviation of the energy from the
value for circular orbits, and β is a quantity arising from a Taylor series expansion
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of the force law f (r) about the circular orbit radius r0. Direct substitution into the
force law gives

β2 = 3 + r

f

d f

dr

∣∣∣∣
r=r0

. (3.46)

As the radius vector of the particle sweeps completely around the plane, u goes
through β cycles of its oscillation (cf. Fig. 3.13). If β is a rational number, the
ratio of two integers, p/q, then after q revolutions of the radius vector the orbit
would begin to retrace itself so that the orbit is closed.

At each r0 such that the inequality in Eq. (3.43) is satisfied, it is possible to
establish a stable circular orbit by giving the particle an initial energy and angu-
lar momentum prescribed by Eqs. (3.40) and (3.41). The question naturally arises
as to what form the force law must take in order that the slightly perturbed orbit
about any of these circular orbits should be closed. It is clear that under these
conditions β must not only be a rational number, it must also be the same rational
number at all distances that a circular orbit is possible. Otherwise, since β can take
on only discrete values, the number of oscillatory periods would change discon-
tinuously with r0, and indeed the orbits could not be closed at the discontinuity.
With β2 everywhere constant, the defining equation for β2, Eq. (3.46), becomes
in effect a differential equation for the force law f in terms of the independent
variable r0.

We can indeed consider Eq. (3.46) to be written in terms of r if we keep
in mind that the equation is valid only over the ranges in r for which stable
circular orbits are possible. A slight rearrangement of Eq. (3.46) leads to the
equation

d ln f

d ln r
= β2 − 3, (3.47)

FIGURE 3.13 Orbit for motion in a central force deviating slightly from a circular orbit
for β = 5.



“M03 Goldstein ISBN C03” — 2011/2/15 — page 92 — #23

92 Chapter 3 The Central Force Problem

which can be immediately integrated to give a force law:

f (r) = − k

r3−β2 . (3.48)

All force laws of this form, with β a rational number, lead to closed stable orbits
for initial conditions that differ only slightly from conditions defining a circular
orbit. Included within the possibilities allowed by Eq. (3.48) are some familiar
forces such as the inverse-square law (β ≡ 1), but of course many other behaviors,
such as f = −kr−2/9(β = 5

3 ), are also permitted.
Suppose the initial conditions deviate more than slightly from the requirements

for circular orbits; will these same force laws still give circular orbits? The ques-
tion can be answered directly by keeping an additional term in the Taylor series
expansion of the force law and solving the resultant orbit equation.

J. Bertrand solved this problem in 1873 and found that for more than first-
order deviations from circularity, the orbits are closed only for β2 = 1 and
β2 = 4. The first of these values of β2, by Eq. (3.48), leads to the familiar
attractive inverse-square law; the second is an attractive force proportional to
the radial distance—Hooke’s law! These force laws, and only these, could pos-
sibly produce closed orbits for any arbitrary combination of l and E(E < 0),
and in fact we know from direct solution of the orbit equation that they do.
Hence, we have Bertrand’s theorem: The only central forces that result in
closed orbits for all bound particles are the inverse-square law and Hooke’s
law.

This is a remarkable result, well worth the tedious algebra required. It is a com-
monplace astronomical observation that bound celestial objects move in orbits
that are in first approximation closed. For the most part, the small deviations
from a closed orbit are traceable to perturbations such as the presence of other
bodies. The prevalence of closed orbits holds true whether we consider only the
solar system, or look to the many examples of true binary stars that have been
observed. Now, Hooke’s law is a most unrealistic force law to hold at all dis-
tances, for it implies a force increasing indefinitely to infinity. Thus, the exis-
tence of closed orbits for a wide range of initial conditions by itself leads to
the conclusion that the gravitational force varies as the inverse-square of the
distance.

We can phrase this conclusion in a slightly different manner, one that is of
somewhat more significance in modern physics. The orbital motion in a plane
can be looked on as compounded of two oscillatory motions, one in r and one
in θ with the same period. The character of orbits in a gravitational field fixes
the form of the force law. Later on we shall encounter other formulations of the
relation between degeneracy and the nature of the potential.

3.7 THE KEPLER PROBLEM: INVERSE-SQUARE LAW OF FORCE

The inverse-square law is the most important of all the central force laws, and it
deserves detailed treatment. For this case, the force and potential can be written
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as

f = − k

r2
V = −k

r
. (3.49)

There are several ways to integrate the equation for the orbit, the simplest being to
substitute (3.49) in the differential equation for the orbit (3.33). Another approach
is to start with Eq. (3.39) with n set equal to −2 for the gravitational force

θ = θ ′ −
∫

du√
2m E

l2 + 2mku
l2 − u2

, (3.50)

where the integral is now taken as indefinite. The quantity θ ′ appearing in (3.50)
is a constant of integration determined by the initial conditions and will not nec-
essarily be the same as the initial angle θ0 at time t = 0. The indefinite integral is
of the standard form,∫

dx√
α + βx + γ x2

= 1√−γ arc cos−β + 2γ x√
q

, (3.51)

where

q = β2 − 4αγ.

To apply this to (3.50), we must set

α = 2m E

l2
, β = 2mk

l2
γ = −1, (3.52)

and the discriminant q is therefore

q =
(

2mk

l2

)2
(

1 + 2El2

mk2

)
. (3.53)

With these substitutes, Eq. (3.50) becomes

θ = θ ′ − arc cos
l2u
mk − 1√
1 + 2El2

mk2

. (3.54)

Finally, by solving for u, ≡ 1/r , the equation of the orbit is found to be

1

r
= mk

l2

⎛
⎝1 +

√
1 + 2El2

mk2
cos(θ − θ ′)

⎞
⎠ . (3.55)

The constant of integration θ ′ can now be identified from Eq. (3.55) as one of the
turning angles of the orbit. Note that only three of the four constants of integration
appear in the orbit equation; this is always a characteristic property of the orbit. In
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effect, the fourth constant locates the initial position of the particle on the orbit. If
we are interested solely in the orbit equation, this information is clearly irrelevant
and hence does not appear in the answer. Of course, the missing constant has to
be supplied if we wish to complete the solution by finding r and θ as functions
of time. Thus, if we choose to integrate the conservation theorem for angular
momentum,

mr2 dθ = l dt,

by means of (3.55), we must additionally specify the initial angle θ0.
Now, the general equation of a conic with one focus at the origin is

1

r
= C[1 + e cos(θ − θ ′)], (3.56)

where e is the eccentricity of the conic section. By comparison with Eq. (3.55), it
follows that the orbit is always a conic section, with the eccentricity

e =
√

1 + 2El2

mk2
. (3.57)

The nature of the orbit depends upon the magnitude of e according to the follow-
ing scheme:

e > 1, E > 0: hyperbola,
e = 1, E = 0: parabola,
e < 1, E < 0: ellipse,

e = 0, E = −mk2

2l2
: circle.

This classification agrees with the qualitative discussion of the orbits on the
energy diagram of the equivalent one-dimensional potential V ′. The condition for
circular motion appears here in a somewhat different form, but it can easily be
derived as a consequence of the previous conditions for circularity. For a circular
orbit, T and V are constant in time, and from the virial theorem

E ≡ T + V = −V

2
+ V = V

2
.

Hence

E = − k

2r0
. (3.58)

But from Eq. (3.41), the statement of equilibrium between the central force and
the “effective force,” we can write

k

r2
0

= l2

mr3
0

,
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or

r0 = l2

mk
. (3.59)

With this formula for the orbital radius, Eq. (3.58) becomes

E = −mk2

2l2
,

the above condition for circular motion.
In the case of elliptic orbits, it can be shown the major axis depends solely

upon the energy, a theorem of considerable importance in the Bohr theory of the
atom. The semimajor axis is one-half the sum of the two apsidal distances r1 and
r2 (cf. Fig. 3.6). By definition, the radial velocity is zero at these points, and the
conservation of energy implies that the apsidal distances are therefore the roots of
the equation (cf. Eq. (3.15))

E − l2

2mr2
+ k

r
= 0,

or

r2 + k

E
r − l2

2m E
= 0. (3.60)

The coefficient of the linear term in this particular quadratic equation is the nega-
tive of the sum of the roots. Hence, the semimajor axis is given by

a = r1 + r2

2
= − k

2E
. (3.61)

Note that in the circular limit, Eq. (3.61) agrees with Eq. (3.58). In terms of the
semimajor axis, the eccentricity of the ellipse can be written

e =
√

1 − l2

mka
, (3.62)

(a relation we will have use for in a later chapter). Further, from Eq. (3.62) we
have the expression

l2

mk
= a(1 − e2), (3.63)

in terms of which the elliptical orbit equation (3.55) can be written

r = a(1 − e2)

1 + e cos(θ − θ ′) . (3.64)
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FIGURE 3.14 Ellipses with the same major axes and eccentricities from 0.0 to 0.9.

From Eq. (3.64), it follows that the two apsidal distances (which occur when θ−θ ′
is 0 and π , respectively) are equal to a(1 − e) and a(1 + e), as is to be expected
from the properties of an ellipse.

Figure 3.14 shows sketches of four elliptical orbits with the same major axis
a, and hence the same energy, but with eccentricities ε = 0.0, 0.5, 0.75, and 0.9.
Figure 3.15 shows how r1 and r2 depend on the eccentricity ε.

The velocity vector v‖ of the particle along the elliptical path can be resolved
into a radial component vr = ṙ = pr/m plus an angular component vu = r θ̇ =
l/mr

v‖ = vrr̂ + vuû.

The radial component with the magnitude vr = εv0 sin θ/(1 − ε2) vanishes
at the two apsidal distances, while vu attains its maximum value at perihelion
and its minimum at aphelion. Table 3.1 lists angular velocity values at the apsi-
dal distances for several eccentricities. Figure 3.16 presents plots of the radial
velocity component vr versus the radius vector r for the half cycle when vr
points outward, i.e., it is positive. During the remaining half cycle vr is negative,

FIGURE 3.15 Dependence of normalized apsidal distances r1 (lower line) and r2 (upper
line) on the eccentricity ε.
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TABLE 3.1 Normalized angular speeds θ̇ and vu = r θ̇ at perihelion (r1) and aphelion
(r2), respectively, in Keplerian orbits of various eccentricities (ε). The normalized radial
distances at perihelion and aphelion are listed in columns 2 and 3, respectively. The
normalization is with respect to motion in a circle with the radius a and the angular
momentum l = mav0 = ma2θ̇0.

Eccentricity Perihelion Aphelion Angular speed Linear angular speed

r1/a r2/a θ̇1/θ̇0 θ̇2/θ̇0 vu1/v0 vu2/v0

ε 1 − ε 1 + ε 1

(1 − ε)2
1

(1 + ε)2
1

1 − ε
1

1 + ε
0 1 1 1 1 1 1
0.1 0.9 1.1 1.234 0.826 1.111 0.909
0.3 0.7 1.3 2.041 0.592 1.429 0.769
0.5 0.5 1.5 4.000 0.444 2.000 0.667
0.7 0.3 1.7 11.111 0.346 3.333 0.588
0.9 0.1 1.9 100.000 0.277 10.000 0.526

and the plot of Fig. 3.16 repeats itself for the negative range below vr = 0
(not shown). Figure 3.17 shows analogous plots of the angular velocity com-
ponent vθ versus the angle θ . In these plots and in the table the velocities are
normalized relative to the quantities v0 and θ̇0 obtained from the expressions
l = mr2θ̇ = mrvu = ma2θ̇0 = mav0 for the conservation of angular momentum
in the elliptic orbits of semimajor axis a, and in the circle of radius a.

FIGURE 3.16 Normalized radial velocity, vr , versus r for three values of the eccentric-
ity ε.
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FIGURE 3.17 Normalized orbital velocity, vθ , versus θ for three values of the eccen-
tricity ε.

3.8 THE MOTION IN TIME IN THE KEPLER PROBLEM

The orbital equation for motion in a central inverse-square force law can thus be
solved in a fairly straightforward manner with results that can be stated in simple
closed expressions. Describing the motion of the particle in time as it traverses the
orbit is however a much more involved matter. In principle, the relation between
the radial distance of the particle r and the time (relative to some starting point)
is given by Eq. (3.18), which here takes on the form

t =
√

m

2

∫ r

r0

dr√
k
r − l2

2mr2 + E
. (3.65)

Similarly, the polar angle θ and the time are connected through the conserva-
tion of angular momentum,

dt = mr2

l
dθ,

which combined with the orbit equation (3.55) leads to

t = l3

mk2

∫ θ

θ0

dθ

[1 + e cos(θ − θ ′)]2
. (3.66)

Either of these integrals can be carried out in terms of elementary functions. How-
ever, the relations are very complex, and their inversions to give r or θ as func-
tions of t pose formidable problems, especially when one wants the high precision
needed for astronomical observations.

To illustrate some of these involvements, let us consider the situation for
parabolic motion (e = 1), where the integrations can be most simply carried
out. It is customary to measure the plane polar angle from the radius vector at



“M03 Goldstein ISBN C03” — 2011/2/15 — page 99 — #30

3.8 The Motion in Time in the Kepler Problem 99

the point of closest approach—a point most usually designated as the perihe-
lion.* This convention corresponds to setting θ ′ in the orbit equation (3.56) equal
to zero. Correspondingly, time is measured from the moment, T , of perihelion
passage. Using the trigonometric identity

1 + cos θ = 2 cos2 θ

2
,

Eq. (3.66) then reduces for parabolic motion to the form

t = l3

4mk2

∫ θ

0
sec4 θ

2
dθ.

The integration is easily performed by a change of variable to x = tan(θ/2),
leading to the integral

t = l3

2mk2

∫ tan(θ/2)

0
(1 + x2) dx,

or

t = l3

2mk2

(
tan

θ

2
+ 1

3
tan3 θ

2

)
. (3.67)

In this equation, −π < θ < π , where for t → −∞ the particle starts
approaching from infinitely far away located at θ = −π . The time t = 0 corre-
sponds to θ = 0, where the particle is at perihelion. Finally t → +∞ corresponds
to θ → π as the particle moves infinitely far away. This is a straightforward rela-
tion for t as a function of θ ; inversion to obtain θ at a given time requires solving
a cubic equation for tan(θ/2), then finding the corresponding arctan. The radial
distance at a given time is given through the orbital equation.

For elliptical motion, Eq. (3.65) is most conveniently integrated through an
auxiliary variable ψ , denoted as the eccentric anomaly,* and defined by the
relation

r = a(1 − e cosψ). (3.68)

By comparison with the orbit equation, (3.64), it is clear that ψ also covers the
interval 0 to 2π as θ goes through a complete revolution, and that the perihelion
occurs at ψ = 0 (where θ = 0 by convention) and the aphelion at ψ = π = θ .

*Literally, the term should be restricted to orbits around the Sun, while the more general term should
be periapsis. However, it has become customary to use perihelion no matter where the center of force
is. Even for space craft orbiting the Moon, official descriptions of the orbital parameters refer to
perihelion where pericynthion would be the pedantic term.
*Medieval astronomers expected the angular motion to be constant. The angle calculated by multi-
plying this average angular velocity (2π /period) by the time since the last perihelion passage was
called the mean anomaly. From the mean anomaly the eccentric anomaly could be calculated and then
used to calculate the true anomaly. The angle θ is called the true anomaly just as it was in medieval
astronomy.
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Expressing E and � in terms of a, e, and k, Eq. (3.65) can be rewritten for
elliptic motion as

t =
√

m

2k

∫ r

r0

r dr√
r − r2

2a − a(1−e2)
2

, (3.69)

where, by the convention on the starting time, r0 is the perihelion distance. Substi-
tution of r in terms of ψ from Eq. (3.68) reduces this integral, after some algebra,
to the simple form

t =
√

ma3

k

∫ ψ

0
(1 − e cosψ) dψ. (3.70)

First, we may note that Eq. (3.70) provides an expression for the period, τ , of
elliptical motion, if the integral is carried over the full range in ψ of 2π :

τ = 2πa3/2

√
m

k
. (3.71)

This important result can also be obtained directly from the properties of an
ellipse. From the conservation of angular momentum, the areal velocity is con-
stant and is given by

d A

dt
= 1

2
r2θ̇ = l

2m
. (3.72)

The area of the orbit, A, is to be found by integrating (3.72) over a complete
period τ :

∫ τ

0

d A

dt
dt = A = lτ

2m
.

Now, the area of an ellipse is

A = πab,

where, by the definition of eccentricity, the semiminor axis b is related to a
according to the formula

b = a
√

1 − e2.

By (3.62), the semiminor axis can also be written as

b = a1/2

√
l2

mk
,
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and the period is therefore

τ = 2m

l
πa3/2

√
l2

mk
= 2πa3/2

√
m

k
,

as was found previously. Equation (3.71) states that, other things being equal,
the square of the period is proportional to the cube of the major axis, and this
conclusion is often referred to as the third of Kepler’s laws.* Actually, Kepler
was concerned with the specific problem of planetary motion in the gravitational
field of the Sun. A more precise statement of this third law would therefore be:
The square of the periods of the various planets are proportional to the cube of
their major axes. In this form, the law is only approximately true. Recall that the
motion of a planet about the Sun is a two-body problem and m in (3.71) must be
replaced by the reduced mass: (cf. Eq. (3.4))

μ = m1m2

m1 + m2
,

where m1 may be taken as referring to the planet and m2 to the Sun. Further, the
gravitational law of attraction is

f = −G
m1m2

r2
,

so that the constant k is

k = Gm1m2. (3.73)

Under these conditions, (3.71) becomes

τ = 2πa3/2

√
G(m1 + m2)

≈ 2πa3/2

√
Gm2

, (3.74)

if we neglect the mass of the planet compared to the Sun. It is the approximate
version of Eq. (3.74) that is Kepler’s third law, for it states that τ is propor-
tional to a3/2, with the same constant of proportionality for all planets. How-
ever, the planetary mass m1 is not always completely negligible compared to the
Sun’s; for example, Jupiter has a mass of about 0.1% of the mass of the Sun.
On the other hand, Kepler’s third law is rigorously true for the electron orbits
in the Bohr atom, since μ and k are then the same for all orbits in a given
atom.

To return to the general problem of the position in time for an elliptic orbit, we
may rewrite Eq. (3.70) slightly by introducing the frequency of revolution ω as

*Kepler’s three laws of planetary motion, published around 1610, were the result of his pioneering
analysis of planetary observations and laid the groundwork for Newton’s great advances. The second
law, the conservation of areal velocity, is a general theorem for central force motion, as has been
noted previously. However, the first—that the planets move in elliptical orbits about the Sun at one
focus—and the third are restricted specifically to the inverse-square law of force.
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ω = 2π

τ
=
√

k

ma3
. (3.75)

The integration in Eq. (3.70) is of course easily performed, resulting in the relation

ωt = ψ − e sinψ, (3.76)

known as Kepler’s equation. The quantity ωt goes through the range 0 to 2π ,
along with ψ and θ , in the course of a complete orbital revolution and is therefore
also denoted as an anomaly, specifically the mean anomaly.

To find the position in orbit at a given time t , Kepler’s equation, (3.76), would
first be inverted to obtain the corresponding eccentric anomaly ψ . Equation (3.68)
then yields the radial distance, while the polar angle θ can be expressed in terms
of ψ by comparing the defining equation (3.68) with the orbit equation (3.64):

1 + e cos θ = 1 − e2

1 − e cosψ
.

With a little algebraic manipulation, this can be simplified, to

cos θ = cosψ − e

1 − e cosψ
. (3.77)

By successively adding and subtracting both sides of Eq. (3.77) from unity and
taking the ratio of the resulting two equations, we are led to the alternative form

tan
θ

2
=
√

1 + e

1 − e
tan

ψ

2
. (3.78)

Either Eq. (3.77) or (3.78) thus provides θ , once ψ is known. The solution of
the transcendental Kepler’s equation (3.76) to give the value of ψ corresponding
to a given time is a problem that has attracted the attention of many famous math-
ematicians ever since Kepler posed the question early in the seventeenth century.
Newton, for example, contributed what today would be called an analog solution.
Indeed, it can be claimed that the practical need to solve Kepler’s equation to
accuracies of a second of arc over the whole range of eccentricity fathered many
of the developments in numerical mathematics in the eighteenth and nineteenth
centuries. A few of the more than 100 methods of solution developed in the pre-
computer era are considered in the exercises to this chapter.

3.9 THE LAPLACE–RUNGE–LENZ VECTOR

The Kepler problem is also distinguished by the existence of an additional
conserved vector besides the angular momentum. For a general central force,
Newton’s second law of motion can be written vectorially as

ṗ = f (r)
r
r
. (3.79)
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The cross product of ṗ with the constant angular momentum vector L therefore
can be expanded as

ṗ3L = m f (r)

r
[r3 (r3 ṙ)]

= m f (r)

r

[
r(r ? ṙ)− r2ṙ

]
. (3.80)

Equation (3.80) can be further simplified by noting that

r ? ṙ = 1

2

d

dt
(r ? r) = rṙ

(or, in less formal terms, the component of the velocity in the radial direction is ṙ ).
As L is constant, Eq. (3.80) can then be rewritten, after a little manipulation, as

d

dt
(p3L) = −m f (r)r2

(
ṙ
r
− rṙ

r2

)
.

or

d

dt
(p3L) = −m f (r)r2 d

dt

(r
r

)
. (3.81)

Without specifying the form of f (r), we can go no further. But Eq. (3.81) can
be immediately integrated if f (r) is inversely proportional to r2—the Kepler
problem. Writing f (r) in the form prescribed by Eq. (3.49), Eq. (3.81) then
becomes

d

dt
(p3L) = d

dt

(
mkr

r

)
,

which says that for the Kepler problem there exists a conserved vector A defined
by

A = p3L − mk
r
r
. (3.82)

The relationships between the three vectors in Eq. (3.82) and the conservation of
A are illustrated in Fig. 3.18, which shows the three vectors at different positions
in the orbit. In recent times, the vector A has become known amongst physicists
as the Runge–Lenz vector, but priority belongs to Laplace.

From the definition of A, we can easily see that

A ?L = 0, (3.83)

since L is perpendicular to p3L and r is perpendicular to L = r3 p. It follows
from this orthogonality of A to L that A must be some fixed vector in the plane of
the orbit. If θ is used to denote the angle between r and the fixed direction of A,
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FIGURE 3.18 The vectors p, L, and A at three positions in a Keplerian orbit. At perihe-
lion (extreme left) |p×L| = mk(1+e) and at aphelion (extreme right) |p×L| = mk(1−e).
The vector A always points in the same direction with a magnitude mke.

then the dot product of r and A is given by

A ? r = Ar cos θ = r ? (p3L)− mkr. (3.84)

Now, by permutation of the terms in the triple dot product, we have

r ? (p3L) = L ? (r3 p) = l2,

so that Eq. (3.84) becomes

Ar cos θ = l2 − mkr,

or

1

r
= mk

l2

(
1 + A

mk
cos θ

)
. (3.85)

The Laplace–Runge–Lenz vector thus provides still another way of deriving the
orbit equation for the Kepler problem! Comparing Eq. (3.85) with the orbit equa-
tion in the form of Eq. (3.55) shows that A is in the direction of the radius vector
to the perihelion point on the orbit, and has a magnitude

A = mke. (3.86)

For the Kepler problem we have thus identified two vector constants of the
motion L and A, and a scalar E . Since a vector must have all three independent
components, this corresponds to seven conserved quantities in all. Now, a system
such as this with three degrees of freedom has six independent constants of the
motion, corresponding, say to the three components of both the initial position
and the initial velocity of the particle. Further, the constants of the motion we
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have found are all algebraic functions of r and p that describe the orbit as a whole
(orientation in space, eccentricity, etc.); none of these seven conserved quantities
relate to where the particle is located in the orbit at the initial time. Since one
constant of the motion must relate to this information, say in the form of T , the
time of the perihelion passage, there can be only five independent constants of the
motion describing the size, shape, and orientation of the orbit. We can therefore
conclude that not all of the quantities making up L, A, and E can be independent;
there must in fact be two relations connecting these quantities. One such relation
has already been obtained as the orthogonality of A and L, Eq. (3.83). The other
follows from Eq. (3.86) when the eccentricity is expressed in terms of E and l
from Eq. (3.57), leading to

A2 = m2k2 + 2m El2, (3.87)

thus confirming that there are only five independent constants out of the seven.
The angular momentum vector and the energy alone contain only four inde-

pendent constants of the motion: The Laplace–Runge–Lenz vector thus adds one
more. It is natural to ask why there should not exist for any general central force
law some conserved quantity that together with L and E serves to define the
orbit in a manner similar to the Laplace–Runge–Lenz vector for the special case
of the Kepler problem. The answer seems to be that such conserved quantities
can in fact be constructed, but that they are in general rather peculiar functions
of the motion. The constants of the motion relating to the orbit between them
define the orbit, i.e., lead to the orbit equation giving r as a function of θ . We
have seen that in general orbits for central force motion are not closed; the argu-
ments of Section 3.6 show that closed orbits imply rather stringent conditions on
the form of the force law. It is a property of nonclosed orbits that the curve will
eventually pass through any arbitrary (r, θ ) point that lies between the bounds of
the turning points of r . Intuitively this can be seen from the nonclosed nature of
the orbit; as θ goes around a full cycle, the particle must never retrace its foot-
steps on any previous orbit. Thus, the orbit equation is such that r is a multi-
valued function of θ (modulo 2π ); in fact, it is an infinite-valued function of θ .
The corresponding conserved quantity additional to L and E defining the orbit
must similarly involve an infinite-valued function of the particle motion. Suppose
the r variable is periodic with angular frequency ωr and the angular coordinate
θ is periodic with angular frequency ωθ . If these two frequencies have a ratio
(ωr/ωθ ) that is an integer or integer fraction, periods are said to be commensu-
rate. Commensurate orbits are closed with the orbiting mass continually retracing
its path. When ωθ > ωr the orbit will spiral about the origin as the distance
varies between the apsidal (maximum and minimum) values, closing only if the
frequencies are commensurate. If, as in the Kepler problem, ωr = ωθ , the periods
are said to be degenerate. If the orbits are degenerate there exists an additional
conserved quantity that is an algebraic function of r and p, such as the Runge–
Lenz vector.

From these arguments we would expect a simple analog of such a vector to
exist for the case of a Hooke’s law force, where, as we have seen, the orbits are
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also degenerate. This is indeed the case, except that the natural way to formulate
the constant of the motion leads not to a vector but to a tensor of the second
rank (cf. Section 7.5). Thus, the existence of an additional constant or integral of
the motion, beyond E and L, that is a simple algebraic function of the motion
is sufficient to indicate that the motion is degenerate and the bounded orbits are
closed.

3.10 SCATTERING IN A CENTRAL FORCE FIELD

Historically, the interest in central forces arose out of the astronomical problems
of planetary motion. There is no reason, however, why central force motion must
be thought of only in terms of such problems; mention has already been made
of the orbits in the Bohr atom. Another field that can be investigated in terms of
classical mechanics is the scattering of particles by central force fields. Of course,
if the particles are on the atomic scale, it must be expected that the specific results
of a classical treatment will often be incorrect physically, for quantum effects
are usually large in such regions. Nevertheless, many classical predictions remain
valid to a good approximation. More important, the procedures for describing
scattering phenomena are the same whether the mechanics is classical or quan-
tum; we can learn to speak the language equally as well on the basis of classical
physics.

In its one-body formulation, the scattering problem is concerned with the
scattering of particles by a center of force. We consider a uniform beam of
particles—whether electrons, or α-particles, or planets is irrelevant—all of the
same mass and energy incident upon a center of force. It will be assumed that
the force falls off to zero for very large distances. The incident beam is charac-
terized by specifying its intensity I (also called flux density), which gives the
number of particles crossing unit area normal to the beam in unit time. As a
particle approaches the center of force, it will be either attracted or repelled,
and its orbit will deviate from the incident straight-line trajectory. After passing
the center of force, the force acting on the particle will eventually diminish so
that the orbit once again approaches a straight line. In general, the final direc-
tion of motion is not the same as the incident direction, and the particle is said
to be scattered. The cross section for scattering in a given direction, σ(�), is
defined by

σ(�) d� = number of particles scattered into solid angle d� per unit time

incident intensity
,

(3.88)
where d� is an element of solid angle in the direction �. Often σ(�) is also des-
ignated as the differential scattering cross section. With central forces there must
be complete symmetry around the axis of the incident beam; hence the element
of solid angle can be written

d� = 2π sin� d�, (3.89)
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FIGURE 3.19 Scattering of an incident beam of particles by a center of force.

where � is the angle between the scattered and incident directions, known as
the scattering angle (cf. Fig. 3.19, where repulsive scattering is illustrated). Note
that the name “cross section” is deserved in that σ(�) has the dimensions of
an area.

For any given particle the constants of the orbit, and hence the amount of
scattering, are determined by its energy and angular momentum. It is conve-
nient to express the angular momentum in terms of the energy and a quantity
known as the impact parameter, s, defined as the perpendicular distance between
the center of force and the incident velocity. If v0 is the incident speed of the
particle, then

l = mv0s = s
√

2m E . (3.90)

Once E and s are fixed, the angle of scattering � is then determined uniquely.*
For the moment, it will be assumed that different values of s cannot lead to the
same scattering angle. Therefore, the number of particles scattered into a solid
angle d� lying between � and � + d� must be equal to the number of the
incident particles with impact parameter lying between the corresponding s and
s + ds:

2π I s|ds| = 2πσ(�)I sin� | d�|. (3.91)

Absolute value signs are introduced in Eq. (3.91) because numbers of particles
must of course always be positive, while s and� often vary in opposite directions.
If s is considered as a function of the energy and the corresponding scattering
angle,

s = s(�, E), (3.92)

*It is at this point in the formulation that classical and quantum mechanics part company. Indeed,
it is fundamentally characteristic of quantum mechanics that we cannot unequivocally predict the
trajectory of any particular particle. We can only give probabilities for scattering in various directions.
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FIGURE 3.20 Relation of orbit parameters and scattering angle in an example of repul-
sive scattering.

then the dependence of the differential cross section on � is given by

σ(�) = s

sin�

∣∣∣∣ ds

d�

∣∣∣∣ . (3.93)

A formal expression for the scattering angle � as a function of s can be
directly obtained from the orbit equation, Eq. (3.36). Again, for simplicity, we
will consider the case of purely repulsive scattering (cf. Fig. 3.20). As the orbit
must be symmetric about the direction of the periapsis, the scattering angle is
given by

� = π − 2�, (3.94)

where � is the angle between the direction of the incoming asymptote and the
periapsis (closest approach) direction. In turn, � can be obtained from Eq. (3.36)
by setting r0 = ∞ when θ0 = π (the incoming direction), whence θ = π −�
when r = rm , the distance of closest approach. A trivial rearrangement then leads
to

� =
∫ ∞

rm

dr

r2
√

2m E
l2 − 2mV

l2 − 1
r2

. (3.95)

Expressing l in terms of the impact parameter s (Eq. (3.90)), the resultant expres-
sion for �(s) is

�(s) = π − 2
∫ ∞

rm

s dr

r

√
r2
(

1 − V (r)
E

)
− s2

, (3.96)

or, changing r to 1/u

�(s) = π − 2
∫ um

0

s du√
1 − V (u)

E − s2u2
. (3.97)
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Equations (3.96) and (3.97) are rarely used except for direct numerical com-
putation of the scattering angle. However, when an analytic expression is avail-
able for the orbits, the relation between � and s can often be obtained almost by
inspection. An historically important illustration of such a procedure is the repul-
sive scattering of charged particles by a Coulomb field. The scattering force field
is that produced by a fixed charge −Ze acting on the incident particles having a
charge −Z ′e so that the force can be written as

f = Z Z ′e2

r2
,

i.e., a repulsive inverse-square law. The results of Section 3.7 can be taken over
here with no other change than writing the force constant as

k = −Z Z ′e2. (3.98)

The energy E is greater than zero, and the orbit is a hyperbola with the eccentricity
given by*

ε =
√

1 + 2El2

m(Z Z ′e2)2
=
√

1 +
(

2Es

Z Z ′e2

)2

, (3.99)

where use has been made of Eq. (3.90). If θ ′ in Eq. (3.55) is chosen to be π ,
periapsis corresponds to θ = 0 and the orbit equation becomes

1

r
= m Z Z ′e2

l2
(ε cos θ − 1). (3.100)

This hyperbolic orbit equation has the same form as the elliptic orbit equa-
tion (3.56) except for a change in sign. The direction of the incoming asymptote,
�, is then determined by the condition r → ∞:

cos� = 1

ε

or, by Eq. (3.94),

sin
�

2
= 1

ε
.

Hence,

cot2
�

2
= ε2 − 1,

*To avoid confusion with the electron charge e, the eccentricity will temporarily be denoted by ε.
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and using Eq. (3.99)

cot
�

2
= 2Es

Z Z ′e2
.

The desired functional relationship between the impact parameter and the scatter-
ing angle is therefore

s = Z Z ′e2

2E
cot

�

2
, (3.101)

so that on carrying through the manipulation required by Eq. (3.93), we find that
σ(�) is given by

σ(�) = 1

4

(
Z Z ′e2

2E

)2

csc4 �

2
. (3.102)

Equation (3.102) gives the famous Rutherford scattering cross section, orig-
inally derived by Rutherford for the scattering of α particles by atomic nuclei.
Quantum mechanics in the nonrelativistic limit yields a cross section identical
with this classical result.

In atomic physics, the concept of a total scattering cross section σT , defined
as

σT =
∫

4π
σ(�) d� = 2π

∫ π

0
σ(�) sin� d�,

is of considerable importance. However, if we attempt to calculate the total cross
section for Coulomb scattering by substituting Eq. (3.102) in this definition, we
obtain an infinite result! The physical reason behind this behavior is not diffi-
cult to discern. From its definition the total cross section is the number of parti-
cles scattered in all directions per unit time for unit incident intensity. Now, the
Coulomb field is an example of a “long-range” force; its effects extend to infinity.
The very small deflections occur only for particles with very large impact param-
eters. Hence, all particles in an incident beam of infinite lateral extent will be
scattered to some extent and must be included in the total scattering cross section.
It is therefore clear that the infinite value for σT is not peculiar to the Coulomb
field; it occurs in classical mechanics whenever the scattering field is different
from zero at all distances, no matter how large.* Only if the force field “cuts off,”
i.e., is zero beyond a certain distance, will the scattering cross section be finite.
Physically, such a cut-off occurs for the Coulomb field of a nucleus as a result of
the presence of the atomic electrons, which “screen” the nucleus and effectively
cancel its charge outside the atom.

*σT is also infinite for the Coulomb field in quantum mechanics, since it has been stated that
Eq. (3.102) remains valid there. However, not all “long-range” forces give rise to infinite total cross
sections in quantum mechanics. It turns out that all potentials that fall off faster at larger distances
than 1/r2 produce a finite quantum-mechanical total scattering cross section.
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In Rutherford scattering, the scattering angle � is a smooth monotonic func-
tion of the impact parameter s. From Eq. (3.101) we see that as s decreases from
infinity, � increases monotonically from zero, reaching the value π as s goes to
zero. However, other types of behavior are possible in classical systems, requiring
some modification in the prescription, Eq. (3.93), for the classical cross section.
For example, with a repulsive potential and particle energy qualitatively of the
nature shown in Fig. 3.21(a), it is easy to see physically that the curve of � ver-
sus s may behave as indicated in Fig. 3.21(b). Thus, with very large values of
the impact parameter, as noted above, the particle always remains at large radial
distances from the center of force and suffers only minor deflection. At the other
extreme, for s = 0, the particle travels in a straight line into the center of force,
and if the energy is greater than the maximum of the potential, it will continue
on through the center without being scattered at all. Hence, for both limits in s,
the scattering angle goes to zero. For some intermediate value of s, the scatter-
ing angle must pass through a maximum �m . When � < �m , there will be two
values of s that can give rise to the same scattering angle. Each will contribute
to the scattering cross section at that angle, and Eq. (3.93) should accordingly be
modified to the form

σ(�) =
∑

i

si

sin�

∣∣∣∣ ds

d�

∣∣∣∣
i
, (3.103)

where for � �= �m the index i takes on the values 1 and 2. Here the subscript i
distinguishes the various values of s giving rise to the same value of �.

Of particular interest is the cross section at the maximum angle of scattering
�m . As the derivative of� with respect to s vanishes at this angle, it follows from
Eq. (3.93) or (3.103) that the cross section must become infinite at�→ �m . But
for all larger angles the cross section is zero, since the scattering angle cannot
exceed �m . The phenomenon of the infinite rise of the cross section followed by
abrupt disappearance is very similar to what occurs in the geometrical optics of the
scattering of sunlight by raindrops. On the basis of this similarity, the phenomenon
is called rainbow scattering.

FIGURE 3.21 Repulsive nonsingular scattering potential and double-valued curve of
scattering angle � versus impact parameter s0 for sufficiently high energy.
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So far, the examples have been for purely repulsive scattering. If the scat-
tering involves attractive forces, further complications may arise. The effect of
attraction will be to pull the particle in toward the center instead of the repul-
sive deflection outward shown in Fig. 3.20. In consequence, the angle � between
the incoming direction and the periapsis direction may be greater than π/2, and
the scattering angle as given by Eq. (3.94) is then negative. This in itself is no
great difficulty as clearly it is the magnitude of � that is involved in finding the
cross section. But, under circumstances � as calculated by Eq. (3.96) may be
greater than 2π . That is, the particle undergoing scattering may circle the cen-
ter of force for one or more revolutions before going off finally in the scattered
direction.

To see how this may occur physically, consider a scattering potential shown as
the s = 0 curve in Fig. 3.22. It is typical of the intermolecular potentials assumed
in many kinetic theory problems—an attractive potential at large distances falling
off more rapidly than 1/r2, with a rapidly rising repulsive potential at small
distances. The other curves in Fig. 3.22 show the effective one-dimensional
potential V ′(r), Eq. (3.22′), for various values of the impact parameter s (equiv-
alently: various values of l). Since the repulsive centrifugal barrier dominates at
large r for all values of s > 0, the equivalent potential for small s will exhibit
a hump.

Now let us consider an incoming particle with impact parameter s1 and at the
energy E1 corresponding to the maximum of the hump. As noted in Section 3.3,
the difference between E1 and V ′(r) is proportional to the square of the radial
velocity at that distance. When the incoming particle reaches r1, the location of

FIGURE 3.22 A combined attractive and repulsive scattering potential, and the corre-
sponding equivalent one-dimensional potential at several values of the impact parameter s.
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the maximum in V ′, the radial velocity is zero. Indeed, recall from the discus-
sion in Section 3.6 that we have here the conditions for an unstable circular orbit
at the distance r1. In the absence of any perturbation, the incoming particle with
parameters E1 and s1, once having reached r , would circle around the center
of force indefinitely at that distance without ever emerging! For the same im-
pact parameter but at an energy E slightly higher than E1, no true circular orbit
would be established. However, when the particle is in the immediate vicinity of
r1 the radial speed would be very small, and the particle would spend a dispro-
portionately large time in the neighbourhood of the hump. The angular velocity,
θ̇ , meanwhile would not be affected by the existence of a maximum, being given
at r , by (3.90)

θ̇ = l

mr2
1

= s1

r2
1

√
2E

m
.

Thus, in the time it takes the particle to get through the region of the hump, the
angular velocity may have carried the particle through angles larger than 2π or
even multiples thereof. In such instances, the classical scattering is said to exhibit
orbiting or spiraling.

As the impact parameter is increased, the well and hump in the equivalent
potential V ′ tend to flatten out, until at some parameter s2 there is only a point
of inflection in V ′ at an energy E2 (cf. Fig. 3.22). For particle energies above
E2, there will no longer be orbiting. But the combined effects of the attractive
and repulsive components of the effective potential can lead even in such cases to
zero deflection for some finite value of the impact parameter. At large energies and
small impact parameters, the major scattering effects are caused by the strongly
repulsive potentials at small distances, and the scattering qualitatively resembles
the behavior of Rutherford scattering.

We have seen that the scattered particle may be deflected by more than π when
orbiting takes place. On the other hand, the observed scattering angle in the lab-
oratory lies between 0 and π . It is therefore helpful in such ambiguous cases to
distinguish between a deflection angle �, as calculated by the right-hand sides of
Eqs. (3.96) or (3.97), and the observed scattering angle �. For given �, the angle
� is to be determined from the relation

� = ±�− 2mπ, m a positive integer.

The sign and the value of m are to be chosen so that � lies between 0 and π . The
sum in Eq. (3.103) then covers all values of � leading to the same�. Figure 3.23
shows curves of� versus s for the potential of Fig. 3.22 at two different energies.
The orbiting that takes place for E = E1 shows up as a singularity in the curve at
s = s1. When E > E2, orbiting no longer takes place, but there is a rainbow effect
at � = −�′ (although there is a nonvanishing cross section at higher scattering
angles). Note that � vanishes at s = s3, which means from Eq. (3.93) that the
cross section becomes infinite in the forward direction through the vanishing of
sin�. The cross section can similarly become infinite in the backward direction
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FIGURE 3.23 Curves of deflection angle� versus s, for the potential of Fig. 3.22 at two
different energies.

providing

s

∣∣∣∣ ds

d�

∣∣∣∣
remains finite at � = π . These infinities in the forward or backward scattering
angles are referred to as glory scattering, again in analogy to the corresponding
phenomenon in meteorological optics.*

A more general treatment would involve quantum corrections, but in some
instances quantum effects are small, as in the scattering of low-energy ions
in crystal lattices, and the classical calculations are directly useful. Even when
quantum-mechanical corrections are important, it often suffices to use an
approximation method (the “semiclassical” approximation) for which a knowl-
edge of the classical trajectory is required. For almost all potentials of practical
interest, it is impossible to find an analytic form for the orbit, and Eq. (3.96)
(or variant forms) is either approximated for particular regions of s or integrated
numerically.

3.11 TRANSFORMATION OF THE SCATTERING PROBLEM
TO LABORATORY COORDINATES

In the previous section we were concerned with the one-body problem of the
scattering of a particle by a fixed center of force. In practice, the scattering always
involved two bodies; e.g., in Rutherford scattering we have the α particle and the
atomic nucleus. The second particle, m2, is not fixed but recoils from its initial
position as a result of the scattering. Since it has been shown that any two-body

*The backward glory is familiar to airplane travelers as the ring of light observed to encircle the
shadow of the plane projected on clouds underneath.
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FIGURE 3.24 Scattering of two particles as viewed in the laboratory system.

central force problem can be reduced to a one-body problem, it might be thought
that the only change is to replace m by the reduced mass μ. However, the matter
is not quite that simple. The scattering angle actually measured in the laboratory,
which we shall denote by ϑ , is the angle between the final and incident directions
of the scattered particle in laboratory coordinates.† On the other hand, the angle
� calculated from the equivalent one-body problem is the angle between the final
and initial directions of the relative vector between the two particles in the cen-
ter of mass coordinates. These two angles, θ and �, would be the same only if
the second particle remains stationary through the scattering process. In general,
however, the second particle, though initially at rest, is itself set in motion by the
mutual force between the two particles, and, as is indicated in Fig. 3.24, the two
angles then have different values. The equivalent one-body problem thus does
not directly furnish the scattering angle as measured in the laboratory coordinate
system.

The relationship between the scattering angles � and ϑ can be determined
by examining how the scattering takes place in a coordinate system moving with
the center of mass of both particles. In such a system the total linear momentum
is zero, of course, and the two particles always move with equal and opposite
momenta. Figure 3.25 illustrates the appearance of the scattering process to an
observer in the center of mass system. Before the scattering, the particles are
moving directly toward each other; after, they are moving directly away from
each other. The angle between the initial and final directions of the relative vec-
tor, �, must therefore be the same as the scattering angle of either particle in
the center-of-mass system. The connection between the two scattering angles
� and ϑ can thus be obtained by considering the transformation between the
center-of-mass system and the laboratory system.

†The scattering angle ϑ must not be confused with the angle coordinate θ of the relative vector, r,
between the two particles.
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FIGURE 3.25 Scattering of two particles as viewed in the center of mass system.

It is convenient here to use the terminology of Section 3.1, with slight modifi-
cations:

r1 and v1 are the position and velocity, after scattering, of the incident particle,
m1, in the laboratory system,

r′1 and v′1 are the position and velocity, after scattering, of particle m1 in the
center of mass system, and

R and V are the position and (constant) velocity in the center of mass in the
laboratory system.

At any instant, by definition

r1 = R + r′1,

and consequently

v1 = V + v′1. (3.104)

Figure 3.26 graphically portrays this vector relation evaluated after the scattering
has taken place; at which time v1 and v′1 make the angles ϑ and �, respectively,

FIGURE 3.26 The relations between the velocities in the center of mass and laboratory
coordinates.
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with the vector V lying along the initial direction. Since the target is initially sta-
tionary in the laboratory system, the incident velocity of particle 1 in that system,
v0, is the same as the initial relative velocity of the particles. By conservation of
total linear momentum, the constant velocity of the center of mass is therefore
given by

(m1 + m2)V = m1v0,

or

V = μ

m2
v0, (3.105)

where μ = m1m2/(m1 + m2). From Fig. 3.26, it is readily seen that

v1 sinϑ = v′1 sin�

and

v1 cosϑ = v′1 cos�+ V . (3.106)

The ratio of these two equations gives a relation between ϑ and �:

tanϑ = sin�

cos�+ ρ , (3.107)

where ρ is defined as

ρ ≡ μ

m2

v0

v′1
. (3.108)

An alternative relation can be obtained by expressing v1 in terms of the other
speeds through the cosine law as applied to the triangle of Fig. 3.26:

v2
1 = v′21 + V 2 + 2v′1V cos�. (3.109)

When this is used to eliminate v1 from Eq. (3.106) and V is expressed in terms of
v0 by Eq. (3.105), we find

cosϑ = cos�+ ρ√
1 + 2ρ cos�+ ρ2

. (3.110)

Both these relations still involve a ratio of speeds through ρ. By the definition
of center of mass, the speed of particle 1 in the center-of-mass system, v′1, is con-
nected with the relative speed v after the collision, by the equation (cf. Eq. (3.2)),
where v = |ṙ |:

v′1 = μ

m1
v.
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Hence, ρ can also be written as

ρ = m1

m2

v0

v
, (3.108′)

where v, it should be emphasized, is the relative speed after the collision. When
the collision is elastic, the total kinetic energy of the two particles remains unal-
tered and v must equal v0 so that ρ is simply

ρ = m1

m2
, (elastic collision) (3.111)

independent of energies or speeds. If the collision is inelastic, the total kinetic
energy of the two particles is altered (e.g., some of the kinetic energy goes into
the form of internal excitation energy of the target). Since the total energy is con-
served and momentum is conserved, the energy change resulting from the colli-
sion can be expressed as

μv2

2
= μv2

0

2
+ Q. (3.112)

The so-called Q value of the inelastic collision is clearly negative in magnitude,
but the sign convention is chosen to conform to that used in general for atomic
and nuclear reactions. From Eq. (3.112) the ratio of relative speeds before and
after collision can be written

v

v0
=
√

1 + m1 + m2

m2

Q

E
, (3.113)

where E = 1
2 m1v

2
0 is the energy of the incoming particle (in the laboratory

system). Thus, for inelastic scattering ρ becomes

ρ = m1

m2

√
1 + m1+m2

m2

Q
E

. (inelastic scattering) (3.114)

Not only are the scattering angles ϑ and � in general different in magnitude,
but the values of the differential scattering cross section depend upon which of
the two angles is used as the argument of σ . The connection between the two
functional forms is obtained from the observation that in a particular experiment
the number of particles scattered into a given element of solid angle must be the
same whether we measure the event in terms of ϑ or �. As an equation, this
statement can be written

2π Iσ(�) sin�| d�| = 2π Iσ ′(ϑ) sinϑ | dϑ |,
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or

σ ′(ϑ) = σ(�)
sin�

sinϑ

∣∣∣∣d�dϑ

∣∣∣∣ = σ(�)

∣∣∣∣d(cos�)

d(cosϑ)

∣∣∣∣ , (3.115)

where σ ′(ϑ) is the differential scattering cross section expressed in terms of the
scattering angle in the laboratory system. The derivative can easily be evaluated
from Eq. (3.110), leading to the result

σ ′(ϑ) = σ(�)
(1 + 2ρ cos�+ ρ2)3/2

1 + ρ cos�
. (3.116)

Note that σ(�) is not the cross section an observer would measure in the
center-of-mass system. Both σ(�) and σ ′(ϑ) are cross sections measured in the
laboratory system; they are merely expressed in terms of different coordinates. An
observer fixed in the center-of-mass system would see a different flux density of
incident particles from that measured in the laboratory system, and this transfor-
mation of flux density would have to be included if (for some reason) we wanted
to relate the cross sections as measured in the two different systems.

The two scattering angles have a particularly simple relation for elastic scat-
tering when the two masses of particles are equal. It then follows that ρ = 1, and
from Eq. (3.110) we have

cosϑ =
√

1 + cos�

2
= cos

�

2
,

or

ϑ = �

2
, (ρ = 1).

Thus, with equal masses, scattering angles greater than 90◦ cannot occur in the
laboratory system; all the scattering is in the forward hemisphere. Correspond-
ingly, the scattering cross section is given in terms of � from Eq. (3.116) as

σ ′(ϑ) = 4 cosϑ · σ(�), ϑ ≤ π

2
, (ρ = 1).

Even when the scattering is isotropic in terms of �, i.e., σ(�) is constant,
independent of �, then the cross section in terms of ϑ varies as the cosine of the
angle! When, however, the scattering mass m2 is very large compared to the inci-
dent particle mass m1 and the scattering is elastic, then from Eq. (3.111) ρ ≈ 0,
so σ ′(ϑ) ≈ σ(�) from Eq. (3.116).

We have seen that even in elastic collisions, where the total kinetic energy
remains constant, a collision with an initially stationary target results in a transfer
of kinetic energy to the target with a corresponding decrease in the kinetic energy
of the incident particle. In other words, the collision slows down the incident
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particle. The degree of slowing down can be obtained from Eq. (3.109) if v′1 and
V are expressed in terms of v0 by Eqs. (3.108) and (3.105), respectively:

v2
1

v2
0

=
(
μ

m2ρ

)2

(1 + 2ρ cos�+ ρ2). (3.117)

For elastic collisions ρ = m1/m2, and Eq. (3.117) can be simplified to

E1

E0
= 1 + 2ρ cos�+ ρ2

(1 + ρ)2 , (elastic collision) (3.117′)

where E0 is the initial kinetic energy of the incident particle in the laboratory
system and E1 the corresponding energy after scattering. When the particles are
of equal mass, this relation becomes

E1

E0
= 1 + cos�

2
= cos2 ϑ.

Thus, at the maximum scattering angle (� = π , ϑ = π/2), the incident particle
loses all its energy and is completely stopped in the laboratory system.

This transfer of kinetic energy by scattering is, of course, the principle behind
the “moderator” in a thermal neutron reactor. Fast neutrons produced by fission
make successive elastic scatterings until their kinetic energy is reduced to thermal
energies, where they are more liable to cause fission than to be captured. Clearly
the best moderators will be the light elements, ideally hydrogen (ρ = 1). For a
nuclear reactor, hydrogen is practical only when contained as part of a mixture
or compound, such as water. Other light elements useful for their moderating
properties include deuterium, of mass 2, and carbon, of mass 12. Hydrogen, as
present in paraffin, water, or plastics, is frequently used in the laboratory to slow
down neutrons.

Despite their current useful applications, these calculations of the transforma-
tion from laboratory to center of mass coordinates, and of the transfer of kinetic
energy, are not particularly “modern” or “quantum” in nature. Nor is the classi-
cal mechanics involved particularly advanced or difficult. All that has been used,
essentially, is the conservation of momentum and energy. Indeed, similar calcula-
tions may be found in freshman textbooks, usually in terms of elastic collisions
between, say, billiard balls. But it is their elementary nature that results in the
widespread validity of these calculations. So long as momentum is conversed (and
this will be true in quantum mechanics) and the Q value is known, the details of
the scattering process are irrelevant. In effect, the vicinity of the scattering par-
ticle is a “black box,” and we are concerned only with what goes in and what
comes out. It matters not at all whether the phenomena occurring inside the box
are “classical” or “quantum.” Consequently, the formulae of this section may be
used in the experimental analysis of phenomena essentially quantum in nature,
as for example, neutron-proton scattering, so long as the energies are low enough
that relativistic effects may be neglected. (See Section 7.7 for a discussion of the
relativistic treatment of the kinematics of collisions.)
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3.12 THE THREE-BODY PROBLEM

Thus far, we have treated integrable problems in which the equations of motion
can be integrated to give a closed-form solution. For the two-body case of the
inverse-square law, we found solutions involving motion in elliptic, parabolic,
and hyperbolic orbits, the former of which constitute closed orbits. Solutions
can also be found for some additional power laws of the form V (r) = arn .
Nevertheless, for almost all other possible central force potentials, the equations
of motion cannot be integrated. When one more mass is added, the situation
becomes much more complex. Even for inverse-square law forces, this three-body
Kepler-type problem has no known general solution. In the present section we
shall examine some simple examples of what happens when this third mass is
added.

The Newtonian three-body problem involves three masses m1, m2, and m3 at
the respective positions r1, r2, and r3, interacting with each other via gravitational
forces. We assume that the position vectors r1, r2, and r3 are expressed in the
center of mass system. It is easy to write the equation of motion of the first mass
since by Newton’s second law m1r̈1 equals the gravitational forces that the other
two masses exert on m1:

r̈1 = −Gm2
r1 − r2

|r1 − r2|3 − Gm3
r1 − r3

|r1 − r3|3 (3.118)

and analogously for the other two masses. If we make use of the relative-position
vectors defined by

si = r j − rk (3.119)

in Fig. 3.27, then clearly

s1 + s2 + s3 = 0. (3.120)

FIGURE 3.27 Position vectors si = x j − xk for the three-body problem. Adapted from
Hestenes, New Foundations for Classical Mechanics, 1999, Fig. 5.1.



“M03 Goldstein ISBN C03” — 2011/2/15 — page 122 — #53

122 Chapter 3 The Central Force Problem

After a little algebra, the equations of motion assume the symmetrical form

s̈i = −mG
si

s3
i

+ mi G (3.121)

where i = 1, 2, 3, the quantity m is the sum of the three masses

m = m1 + m2 + m3 (3.122)

and the vector G is given by

G = G

(
s1

s3
1

+ s2

s3
2

+ s3

s3
3

)
. (3.123)

The three coupled equations in the symmetrical form, (3.121), cannot be solved in
general, but they do provide solutions to the three-body problem for some simple
cases.

There is a solution due to Euler in which mass m2 always lies on the straight
line between the other two masses so that r1, r2, r3, s1, s2, s3, and G are all
collinear. Figure 3.28 shows Euler’s negative-energy (i.e., bound-state) solution
for the mass ratio m1 < m2 < m3 in which the masses move along con-
focal ellipses with the same period τ . During each period, the masses pass
through both a perihelion configuration, in which they lie close together along
the axis of the ellipses, and an aphelion configuration, in which they lie along
this same axis but far apart. The aphelion positions in the orbits are indicated in
Figure 3.28.

If the vector G = 0, the equations of motion decouple, and Eq. (3.121) reduces
to the two-body form of the Kepler problem,

s̈i = −mG
si

s3
i

, (3.124)

with each mass moving along an elliptical orbit lying in the same plane with the
same focal point and the same period. This decoupling occurs when the three

FIGURE 3.28 Euler’s collinear solution to the three-body problem for the mass ratio
m1 < m2 < m3. Three of the dots show aphelion positions. Adapted from Hestenes,
New Foundations for Classical Mechanics, 1999, Fig. 5.2.
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FIGURE 3.29 Lagrange’s equilateral triangle solution to the three-body problem for
the mass ratio m1 < m2 < m3. Adapted from Hestenes, New Foundations for Classi-
cal Mechanics, 1999, Fig. 5.3.

masses are at the vertices of an equilateral triangle. As the motion proceeds,
the equations remain uncoupled so the equilateral triangle condition continues
to be satisfied, but the triangle changes in size and orientation. Figure 3.29
presents Lagrange’s elliptic solution case with the same mass ratio as before,
m1 < m2 < m3. The figure shows the configuration when the masses are close
together, each at its respective perihelion point, and also indicates the analogous
aphelion arrangement.

Various asymptotic solutions have been worked out for the three-body prob-
lem. For example, if the total energy is positive, then all three masses can move
away from each other, or one can escape, carrying away most of the energy, and
leave the other two behind in elliptic orbits. If the energy is negative, one can
escape and leave the other two in a bound state, or all three can move in bound
orbits.

The restricted three-body problem is one in which two of the masses are large
and bound, and the third is small and merely perturbs the motion of the other two.
Examples are a spacecraft in orbit between Earth and the Moon, or the perturba-
tion of the Sun on the Moon’s orbit. In the spacecraft case, the first approach
is to assume that the Earth and Moon move in their unperturbed orbits, and
the satellite interacts with them through their respective inverse-square gravita-
tional forces. We should also note that satellites orbiting Earth at altitudes of 90
miles or 150 kilometers have their orbits perturbed by Earth’s nonspherical mass
distribution.
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A complicating factor in the restricted three-body problem is the distribu-
tion of gravitational potential energy in the vicinity of the Earth–Moon system.
Close to Earth, we experience a gravitational force directed toward Earth, and
close to the Moon, the force is directed toward the Moon. This means that the
equipotentials, or curves of constant gravitational energy, are closed curves that
encircle the Earth, (m1) and Moon, (m2), respectively, as shown in Fig. 3.30.
In contrast to this, far from the Earth and Moon, the equipotentials encircle the
Earth–Moon pair, as shown in the figure. At some point, called Lagrange point L2,
along the horizontal line in the figure between the Earth and Moon, the attraction
to the two bodies is equal in magnitude and opposite in direction so the force
experienced by a small mass placed there is zero. In other words, L2 is a local
potential minimum along this line. More precisely, this point is a saddle point
because the potential energy is a minimum only along the Earth–Moon axis, and
decreases in directions perpendicular to this axis. Two other Lagrange points,
L1 and L3, along this same axis between the Earth and Moon are located at the
transition points between orbits that encircle the Earth and the Moon individu-
ally, and orbits that encircle the two together as a pair. These are also saddle

FIGURE 3.30 Contour map of equipotential curves of two masses m1 > m2 plotted in
a reference system rotating with the two masses around each other. From Hestenes, New
Foundations for Classical Mechanics, 1986, Fig. 5.5.
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points. The fourth and fifth Lagrange points, L4 and L5, which are not collinear
with the other three, correspond to local minima in the gravitational potential
energy. Masses in the vicinity of these two points experience a force of attraction
toward them, and can find themselves in stable elliptical-shaped orbits around
them.

We can verify the preceding statements by considering the solutions found
in Sections 3.7 and 3.8 for two massive bodies in the center-of-mass frame and
asking if there are locations where a small test body will remain at rest relative to
the two bodies. By a test body we mean one whose mass is sufficiently small that
we can neglect its effect on the motions of the other two bodies. For simplicity,
we will limit our attention to the restricted case where the bodies undergo circular
motion about the center of mass. The Lagrangian for the motion of the test mass,
m, can be written, in general, as

L = 1
2 m(ṙ2 + r2θ̇2)− V (r, θ, t), (3.125)

where V (r, θ, t) is the time-dependent potential due to the two massive bodies.
As a consequence of the circular motion, the radius vector, r, between the two

bodies is of constant length and rotates with a constant frequency, ω, in the inertial
frame. If we go to a coordinate system rotating at the frequency, the two massive
bodies appear to be at rest and we can write the Lagrangian in terms of the rotating
system by using θ ′ = θ+ωt as the transformation to the rotating frame. Thus, the
Lagrangian in the rotating coordinates can be written in terms of the cylindrical
coordinates, ρ, θ = θ ′ − ωt , and z, with ρ being the distance from the center
of mass and θ the counterclockwise angle from the line joining the two masses
shown in Fig. 3.30. So

L = 1
2 m

(
ρ̇2 + ρ2(θ̇ ′ − ω)2 + ż2

)
− V ′(ρ, θ, z), (3.126)

or

L = 1
2 m(ρ̇2 + ρ2θ̇ ′2 + ż2)−

(
mωρ2θ̇ ′ − 1

2 mρ2ω2 + V ′(ρ, θ, z)
)
. (3.127)

The fifth and sixth terms are the potentials for the Coriolis effect (cf. Section 4.10)
and the centrifugal effect, respectively.

The procedure then is to find the Lagrange equations and look for solutions
with the conditions that ρ̇ = ż = θ̇ = 0. The solutions are the five Lagrange
points shown in Fig. 3.30. Stability can be determined by investigating the effects
of small displacements from these positions using the methods discussed in Chap-
ters 6 and 12. Only L4 and L5 are stable.

Even though the L2 point is not stable against displacements along the line
between the masses, it has been useful for studies of the Sun. The L2 between the
Earth and Sun is the approximate location in the 1990s for the solar and helio-
spheric observatory, SOHO, which orbits the L2 point in a plane perpendicular to



“M03 Goldstein ISBN C03” — 2011/2/15 — page 126 — #57

126 Chapter 3 The Central Force Problem

the Earth–Sun line. The satellite cannot be exactly at the L2 point, or we could
not receive its transmissions against the bright Sun. Small steering rockets correct
for the slow drift toward, or away from, L2.

DERIVATIONS

1. Consider a system in which the total forces acting on the particles consist of conserva-
tive forces F′

i and frictional forces fi proportional to the velocity. Show that for such
a system the virial theorem holds in the form

T = −1

2

∑
i

F′
i ? ri ,

providing the motion reaches a steady state and is not allowed to die down as a result
of the frictional forces.

2. By expanding e sinψ in a Fourier series in ωt , show that Kepler’s equation has the
formal solution

ψ = ωt +
∞∑

n=1

2

n
Jn(ne) sin nωt,

where Jn is the Bessel function of order n. For small argument, the Bessel function
can be approximated in a power series of the argument. Accordingly, from this result
derive the first few terms in the expansion of ψ in powers of e.

3. If the difference ψ − ωt is represented by ρ, Kepler’s equation can be written

ρ = e sin(ωt + ρ).

Successive approximations to ρ can be obtained by expanding sin ρ in a Taylor series
in ρ, and then replacing ρ by its expression given by Kepler’s equation. Show that the
first approximation by ρ is ρ1, given by

tan ρ1 = e sinωt

1 − e cosωt
,

and that the next approximation is found from

sin3(ρ2 − ρ1) = − 1
6 e3 sin(ωt + ρ1)(1 + e cosωt),

an expression that is accurate through terms of order e4.

4. Show that for repulsive scattering, Eq. (3.96) for the angle of scattering as a function
of the impact parameter, s, can be rewritten as

� = π − 4s
∫ 1

0

ρ dρ√
r2
m

(
1 − V

E

)2 − s2(1 − ρ2)

,
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or

� = π − 4s
∫ 1

0

dρ√
r2

m
ρ2 E

(V (rm)− V (r))+ s2(2 − ρ2)

,

by changing the variable of integration to some function ρ(r). Show that for a
repulsive potential the integrand is never singular in the limit r → rm . Because of
the definite limits of integration, these formulations have advantages for numerical
calculations of �(s) and allow naturally for the use of Gauss–Legendre quadrature
schemes.

5. Apply the formulation of the preceding exercise to compute numerically�(s) and the
differential cross section of σ(�) for the repulsive potential

V = V0

1 + r

and for a total energy E = 1.2V0. It is suggested that 16-point Gauss–Legendre
quadrature will give adequate accuracy. Does the scattering exhibit a rainbow?

6. If a repulsive potential drops of monotonically with r , then for energies high com-
pared to V (rm) the angle of scattering will be small. Under these conditions show that
Eq. (3.97) can be manipulated so that the deflection angle is given approximately by

� = 1

E

∫ 1

0

(V (um)− V (u)) dy

(1 − y2)3/2
,

where y, obviously, is u/um .
Show further, that if V (u) is of the form Cun , where n is a positive integer, then in
the high-energy limit the cross section is proportional to �−2(1+1/n).

7. (a) Show that the angle of recoil of the target particle relative to the incident direction
of the scattered particle is simply � = 1

2 (π −�).
(b) It is observed that in elastic scattering the scattering cross section is isotropic in

terms of �. What are the corresponding probability distributions for the scattered
energy of the incident particle, E1, and for the recoil energy of the target parti-
cle, E2?

8. Show that the angle of scattering in the laboratory system, ϑ , is related to the energy
before scattering, E0, and the energy after scattering E1, according to the equation

cosϑ = m2 + m1

2m1

√
E1

E0
− m2 − m1

2m1

√
E0

E1
− m2 Q

2m1
√

E0 E1
.

9. Show that the central force problem is soluble in terms of elliptic functions when the
force is a power-law function of the distance with the following fractional exponents:

n = −3

2
,−5

2
,−1

3
,−5

3
,−7

3
.
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EXERCISES

10. A planet of mass M is in an orbit of eccentricity e = 1 − α where α 
 1, about the
Sun. Assume the motion of the Sun can be neglected and that only gravitational forces
act. When the planet is at its greatest distance from the Sun, it is struck by a comet of
mass m, where m 
 M traveling in a tangential direction. Assuming the collision is
completely inelastic, find the minimum kinetic energy the comet must have to change
the new orbit to a parabola.

11. Two particles move about each other in circular orbits under the influence of gravita-
tional forces, with a period τ . Their motion is suddenly stopped at a given instant of
time, and they are then released and allowed to fall into each other. Prove that they
collide after a time τ/4

√
2.

12. Suppose that there are long-range interactions between atoms in a gas in the form of
central forces derivable from a potential

U (r) = k

rm ,

where r is the distance between any pair of atoms and m is a positive integer. Assume
further that relative to any given atom the other atoms are distributed in space such
that their volume density is given by the Boltzmann factor:

ρ(r) = N

V
e−U (r)/kT ,

where N is the total number of atoms in a volume V . Find the addition to the virial of
Clausius resulting from these forces between pairs of atoms, and compute the resulting
correction to Boyle’s law. Take N so large that sums may be replaced by integrals.
While closed results can be found for any positive m, if desired, the mathematics can
be simplified by taking m = +1.

13. (a) Show that if a particle describes a circular orbit under the influence of an attractive
central force directed toward a point on the circle, then the force varies as the
inverse-fifth power of the distance.

(b) Show that for the orbit described the total energy of the particle is zero.

(c) Find the period of the motion.

(d) Find ẋ , ẏ, and v as a function of angle around the circle and show that all three
quantities are infinite as the particle goes through the center of force.

14. (a) For circular and parabolic orbits in an attractive 1/r potential having the same
angular momentum, show that the perihelion distance of the parabola is one-half
the radius of the circle.

(b) Prove that in the same central force as in part (a) the speed of a particle at any
point in a parabolic orbit is

√
2 times the speed in a circular orbit passing through

the same point.

15. A meteor is observed to strike Earth with a speed v, making an angle φ with the
zenith. Suppose that far from Earth the meteor’s speed was v′ and it was proceeding
in a direction making a zenith angle φ′, the effect of Earth’s gravity being to pull it into



“M03 Goldstein ISBN C03” — 2011/2/15 — page 129 — #60

Exercises 129

a hyperbolic orbit intersecting Earth’s surface. Show how v′ and φ′ can be determined
from v and φ in terms of known constants.

16. Prove that in a Kepler elliptic orbit with small eccentricity e the angular motion of
a particle as viewed from the empty focus of the ellipse is uniform (the empty focus
is the focus that is not the center of attraction) to first order in e. It is this theorem
that enables the Ptolemaic picture of planetary motion to be a reasonably accurate
approximation. On this picture the Sun is assumed to move uniformly on a circle
whose center is shifted from Earth by a distance called the equant. If the equant is
taken as the distance between the two foci of the correct elliptical orbit, then the
angular motion is thus described by the Ptolemaic picture accurately to first order
in e.

17. One classic theme in science fiction is a twin planet (“Planet X”) to Earth that is
identical in mass, energy, and momentum but is located on the orbit 180◦ out of phase
with Earth so that it is hidden from the Sun. However, because of the elliptical nature
of the orbit, it is not always completely hidden. Assume this twin planet is in the
same Keplerian orbit as Earth in such a manner than it is in aphelion when Earth
is in perihelion. Calculate to first order in the eccentricity e the maximum angular
separation of the twin and the Sun as viewed from the Earth. Could such a twin be
visible from Earth? Suppose the twin planet is in an elliptical orbit having the same
size and shape as that of Earth, but rotated 180◦ from Earth’s orbit, so that Earth and
the twin are in perihelion at the same time. Repeat your calculation and compare the
visibility in the two situations.

18. Find the ratio of maximum and minimum speeds of Earth, taking the eccentricity of
the Earth’s orbit to be 0.023.

19. A particle moves in a force field described by the Yukowa potential

V (r) = − k

r
exp

(
− r

a

)
,

where k and a are positive.

(a) Write the equations of motion and reduce them to the equivalent one-dimensional
problem. Use the effective potential to discuss the qualitative nature of the orbits
for different values of the energy and the angular momentum.

(b) Show that if the orbit is nearly circular, the apsides will advance approximately
by πρ/a per revolution, where ρ is the radius of the circular orbit.

20. A uniform distribution of dust in the solar system adds to the gravitational attraction
of the Sun on a planet an additional force

F = −mCr,

where m is the mass of the planet, C is a constant proportional to the gravitational
constant and the density of the dust, and r is the radius vector from the Sun to the
planet (both considered as points). This additional force is very small compared to the
direct Sun–planet gravitational force.
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(a) Calculate the period for a circular orbit of radius r0 of the planet in this combined
field.

(b) Calculate the period of radial oscillations for slight disturbances from this circular
orbit.

(c) Show that nearly circular orbits can be approximated by a precessing ellipse and
find the precession frequency. Is the precession in the same or opposite direction
to the orbital angular velocity?

21. Show that the motion of a particle in the potential field

V (r) = − k

r
+ h

r2

is the same as that of the motion under the Kepler potential alone when expressed in
terms of a coordinate system rotating or precessing around the center of force.

For negative total energy, show that if the additional potential term is very small
compared to the Kepler potential, then the angular speed of precession of the elliptical
orbit is

�̇ = 2πmh

l2τ
.

The perihelion of Mercury is observed to precess (after correction for known planetary
perturbations) at the rate of about 40′′ of arc per century. Show that this precession
could be accounted for classically if the dimensionless quantity

η = h

ka

(which is a measure of the perturbing inverse-square potential relative to the gravita-
tional potential) were as small as 7 × 10−8. (The eccentricity of Mercury’s orbit is
0.206, and its period is 0.24 year.)

22. The additional term in the potential behaving as r−2 in Exercise 21 looks very much
like the centrifugal barrier term in the equivalent one-dimensional potential. Why is it
then that the additional force term causes a precession of the orbit, while an addition
to the barrier, through a change in l, does not?

23. Evaluate approximately the ratio of mass of the Sun to that of Earth, using only the
lengths of the year and of the lunar month (27.3 days), and the mean radii of Earth’s
orbit (1.49 × 108 km) and of the Moon’s orbit (3.8 × 105 km).

24. Show that for elliptical motion in a gravitational field the radial speed can be written as

ṙ = ωa

r

√
a2e2 − (r − a)2.

Introduce the eccentric anomaly variable ψ in place of r and show that the resulting
differential equation in ψ can be integrated immediately to give Kepler’s equation.

25. If the eccentricity e is small, Kepler’s equation for the eccentric anomaly ψ as a func-
tion of ωt , Eq. (3.76), is easily solved on a computer by an iterative technique that
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treats the e sinψ term as of lower order than ψ . Denoting ψn by the nth iterative
solution, the obvious iteration relation is

ψn = ωt + e sinψn−1.

Using this iteration procedure, find the analytic form for an expansion of ψ in powers
of e at least through terms in e3.

26. Earth’s period between successive perihelion transits (the “anomalistic year”) is
365.2596 mean solar days, and the eccentricity of its orbit is 0.0167504. Assuming
motion in a Keplerian elliptical orbit, how far does the Earth move in angle in the
orbit, starting from perihelion, in a time equal to one-quarter of the anomalistic year?
Give your result in degrees to an accuracy of one second of arc or better. Any method
may be used, including numerical computation with a calculator or computer.

27. Determine the Earth’s surface potential taking the radius of Earth as 6.1 × 108 cm.
The mean density of the material of Earth can be taken as 5 gm/cc. The universal
gravitation constant is 6.6 × 10−6 cgs units.

28. A magnetic monopole is defined (if one exists) by a magnetic field singularity of the
form B = br/r3, where b is a constant (a measure of the magnetic charge, as it were).
Suppose a particle of mass m moves in the field of a magnetic monopole and a central
force field derived from the potential V (r) = −k/r .

(a) Find the form of Newton’s equation of motion, using the Lorentz force given
by Eq. (1.60). By looking at the product r3 ṗ show that while the mechanical
angular momentum is not conserved (the field of force is noncentral) there is a
conserved vector

D = L − qb

c

r
r
.

(b) By paralleling the steps leading from Eq. (3.79) to Eq. (3.82), show that for some
f (r) there is a conserved vector analogous to the Laplace–Runge–Lenz vector in
which D plays the same role as L in the pure Kepler force problem.

29. If all the momentum vectors of a particle along its trajectory are translated so as to
start from the center of force, then the heads of the vectors trace out the particle’s
hodograph, a locus curve of considerable antiquity in the history of mechanics, with
something of a revival in connection with space vehicle dynamics. By taking the cross
product of L with the Laplace–Runge–Lenz vector A, show that the hodograph for
elliptical Kepler motion is a circle of radius mk/ l with origin on the y axis displaced
a distance A/ l from the center of force.

30. In a scattering experiment, 106 α particles are scattered at an angle of 4◦. Find the
number of α particles scattered at an angle of 6◦.

31. Examine the scattering produced by a repulsive central force f = kr−3. Show that
the differential cross section is given by

σ(�) d� = k

2E

(1 − x) dx

x2(2 − x)2 sinπx
,

where x is the ratio of �/π and E is the energy.
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32. A central force potential frequently encountered in nuclear physics is the rectangular
well, defined by the potential

V = 0 r > a

= −V0 r ≤ a.

Show that the scattering produced by such a potential in classical mechanics is iden-
tical with the refraction of light rays by a sphere of radius a and relative index of
refraction

n =
√

E + V0

E
.

(This equivalence demonstrates why it was possible to explain refraction phenomena
both by Huygen’s waves and by Newton’s mechanical corpuscles.) Show also that the
differential cross section is

σ(�) = n2a2

4 cos �2

(
n cos �2 − 1

) (
n − cos �2

)
(

1 + n2 − 2n cos �2

)2
.

What is the total cross section?

33. A particle of mass m is constrained to move under gravity without friction on the
inside of a paraboloid of revolution whose axis is vertical. Find the one-dimensional
problem equivalent to its motion. What is the condition on the particle’s initial velocity
to produce circular motion? Find the period of small oscillations about this circular
motion.

34. Consider a truncated repulsive Coulomb potential defined as

V = k

r
r > a

= k

a
r ≤ a.

For a particle of total energy E > k/a, obtain expressions for the scattering angle �
as a function of s/s0, where s0 is the impact parameter for which the periapsis occurs
at the point r = a. (The formulas can be given in closed form but they are not simple!)
Make a numerical plot of� versus s/s0 for the special case E = 2k/a. What can you
deduce about the angular scattering cross section from the dependence of � on s/s0
for this particular case?

35. Another version of the truncated repulsive Coulomb potential has the form

V = k

r
− k

a
r < a

= 0 r > a.

Obtain closed-form expressions for the scattering angle and the differential scatter-
ing cross section. These are most conveniently expressed in terms of a parameter
measuring the distance of closest approach in units of a. What is the total cross
section?



“M03 Goldstein ISBN C03” — 2011/2/15 — page 133 — #64

Exercises 133

36. The restricted three-body problem consists of two masses in circular orbits about each
other and a third body of much smaller mass whose effect on the two larger bodies
can be neglected.

(a) Define an effective potential V (x, y) for this problem where the x axis is the line
of the two larger masses. Sketch the function V (x, 0) and show that there are two
“valleys” (points of stable equilibrium) corresponding to the two masses. Also
show that there are three “hills” (three points of unstable equilibrium).

(b) Using a computer program, calculate some orbits for the restricted three-body
problem. Many orbits will end with ejection of the smaller mass. Start by assum-
ing a position and a vector velocity for the small mass.
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4 The Kinematics of
Rigid Body Motion

A rigid body was defined previously as a system of mass points subject to the
holonomic constraints that the distances between all pairs of points remain con-
stant throughout the motion. Although something of an idealization, the concept
is quite useful, and the mechanics of rigid body motion deserves a full expo-
sition. In this chapter we shall discuss principally the kinematics of rigid bod-
ies, i.e., the nature and characteristics of their motions. We devote some time
to developing the mathematical techniques involved, which are of considerable
interest in themselves, and have many important applications to other fields of
physics.

Of essential importance is the rotational motion of a rigid body. These consid-
erations lead directly to the relation between the time rate of change of a vector
in an inertial frame and the time rate of change of the same vector in a rotating
frame. Since it is appropriate at that point, we leave kinematics and develop the
description of the dynamics of motion in a rotating frame. In the next chapter we
discuss, using the Lagrangian formulation, how the motion of extended objects is
generated by applied forces and torques.

4.1 THE INDEPENDENT COORDINATES OF A RIGID BODY

Before discussing the motion of a rigid body, we must first establish how many
independent coordinates are necessary to specify its configuration. From ex-
perience, we expect that there should be six independent coordinates. Three
external coordinates are needed to specify the position of some reference point
in the body and three more to specify how the body is oriented with respect to
the external coordinates. In this section we show that these intuitive expectations
are correct.

A rigid body with N particles can at most have 3N degrees of freedom, but
these are greatly reduced by the constraints, which can be expressed as equations
of the form

ri j = ci j . (4.1)

Here ri j is the distance between the i th and j th particles and the c’s are constants.
The actual number of degrees of freedom cannot be obtained simply by subtract-
ing the number of constraint equations from 3N , for there are 1

2 N (N −1) possible

134
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FIGURE 4.1 The location of a point in a rigid body by its distances from three reference
points.

equations of the form of Eq. (4.1), which is far greater than 3N for large N . In
truth, the Eqs. (4.1) are not all independent.

To fix a point in the rigid body, it is not necessary to specify its distances to
all other points in the body; we need only state the distances to any three other
noncollinear points (cf. Fig. 4.1). Thus, once the positions of three of the particles
of the rigid body are determined, the constraints fix the positions of all remaining
particles. The number of degrees of freedom therefore cannot be more than nine.
But the three reference points are themselves not independent; there are in fact
three equations of rigid constraint imposed on them,

r1 2 = c1 2, r2 3 = c2 3, r1 3 = c1 3,

that reduce the number of degrees of freedom to six. That only six coordinates
are needed can also be seen from the following considerations. To establish the
position of one of the reference points, three coordinates must be supplied. But
once point 1 is fixed, point 2 can be specified by only two coordinates, since it is
constrained to move on the surface of a sphere centered at point 1. With these two
points determined, point 3 has only one degree of freedom, for it can only rotate
about the axis joining the other two points. Hence, a total of six coordinates is
sufficient.

A rigid body in space thus needs six independent generalized coordinates to
specify its configuration, no matter how many particles it may contain—even in
the limit of a continuous body. Of course, there may be additional constraints on
the body besides the constraint of rigidity. For example, the body may be con-
strained to move on a surface, or with one point fixed. In such case, the additional
constraints will further reduce the number of degrees of freedom, and hence the
number of independent coordinates.

How shall these coordinates be assigned? Note that the configuration of a rigid
body is completely specified by locating a Cartesian set of coordinates fixed in
the rigid body (the primed axes shown in Fig. 4.2) relative to the coordinate axes
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FIGURE 4.2 Unprimed axes represent an external reference set of axes; the primed axes
are fixed in the rigid body.

of the external space. Clearly three of the coordinates are needed to specify the
coordinates of the origin of this “body” set of axes. The remaining three coordi-
nates must then specify the orientation of the primed axes relative to a coordi-
nate system parallel to the external axes, but with the same origin as the primed
axes.

There are many ways of specifying the orientation of a Cartesian set of axes
relative to another set with common origin. One fruitful procedure is to state the
direction cosines of the primed axes relative to the unprimed. Thus, the x ′ axis
could be specified by its three direction cosines α1, α2, α3, with respect to the x ,
y, z axes. If, as customary, i, j, k are three unit vectors along x , y, z, and i′, j′, k′
perform the same function in the primed system (cf. Fig. 4.3), then these direction
cosines are defined as

cos θ11 = cos(i′ ? i) = i′ ? i = i ? i′

cos θ12 = cos(i′ ? j) = i′ ? j = j ? i′

FIGURE 4.3 Direction cosines of the body set of axes relative to an external set of axes.
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cos θ21 = cos(j′ ? i) = j′ ? i = i ? j′

cos θ22 = cos(j′ ? j) = j′ ? j = j ? j′ (4.2)

and similarly for cos θ13, cos θ31, etc. Note that the angle θi j is defined so that
the first index refers to the primed system and the second index to the un-
primed system. These direction cosines can also be used to express the unit
vector in the primed system in terms of the unit vectors of the unprimed system
giving

i′ = cos θ11i + cos θ12j + cos θ13k

j′ = cos θ21i + cos θ22j + cos θ23k

k′ = cos θ31i + cos θ32j + cos θ33k. (4.3)

These sets of nine directions cosines then completely specify the orientation of
the x ′, y′, z′ axes relative to the x , y, z set. We can equally well invert the process,
and use the direction cosines to express the i, j, k unit vectors in terms of their
components along the primed axes. Thus, we can write

r = x i + yj + zk = x ′i′ + y′j′ + z′k′ (4.4)

by

x ′ = (r ? i′) = cos θ11x + cos θ12 y + cos θ13z

y′ = (r ? j′) = cos θ21x + cos θ22 y + cos θ23z

z′ = (r ? k′) = cos θ31x + cos θ32 y + cos θ33z (4.5)

with analogous equations for i, j and k.
The direction cosines also furnish directly the relations between the coordinates

of a given point in one system and the coordinates in the other system. Thus,
the coordinates of a point in a given reference frame are the components
of the position vector, r, along the primed and unprimed axes of the sys-
tem, respectively. The primed coordinates are then given in terms of x , y,
and z, as shown in Eq. (4.5). What has been done here for the components
of the r vector can obviously be done for any arbitrary vector. If G is some
vector, then the component of G along the x ′ axis will be related to its x-, y-,
z-components by

Gx ′ = G ? i′ = cos θ11Gx + cos θ12G y + cos θ13Gz, (4.6)

and so on. The set of nine direction cosines thus completely spells out the trans-
formation between the two coordinate systems.

If the primed axes are taken as fixed in the body, then the nine direction cosines
will be functions of time as the body changes its orientation in the course of
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the motion. In this sense, the direction cosines can be considered as coordinates
describing the instantaneous orientation of the body, relative to a coordinate sys-
tem fixed in space but with origin in common with the body system. But, clearly,
they are not independent coordinates, for there are nine of them and it has been
shown that only three coordinates are needed to specify an orientation.

The connections between the direction cosines arise from the fact that the basis
vectors in both coordinate systems are orthogonal to each other and have unit
magnitude; in symbols,

i ? j = j ? k = k ? i = 0,
and (4.7)

i ? i = j ? j = k ? k = 1,

with similar relations for i′, j′, and k′. We can obtain the conditions satisfied by the
nine coefficients by forming all possible dot products among the three equations
for i, j, and k in terms of i′, j′, and k′ (as in Eq. (4.4)), making use of the Eqs. (4.7):

3∑
l=1

cos θlm′ cos θlm = 0 m �= m′

(4.8)
3∑

l=1

cos2 θlm = 1.

These two sets of three equations each are exactly sufficient to reduce the number
of independent quantities from nine to three. Formally, the six equations can be
combined into one by using the Kronecker δ-symbol δlm , defined by

δlm = 1 l = m

= 0 l �= m.

Equations (4.8) can then be written as

3∑
l=1

cos θlm′ cos θlm = δm′m (4.9)

It is therefore not possible to set up a Lagrangian and subsequent equations
of motion with the nine direction cosines as generalized coordinates. For this
purpose, we must use some set of three independent functions of the direction
cosines. A number of such sets of independent variables will be described later,
the most important being the Euler angles. The use of direction cosines to describe
the connections between two Cartesian coordinate systems nevertheless has a
number of important advantages. With their aid, many of the theorems about the
motion of rigid bodies can be expressed with great elegance and generality, and in
a form naturally leading to the procedures used in special relativity and quantum
mechanics. Such a mode of description therefore merits an extended discussion
here.
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4.2 ORTHOGONAL TRANSFORMATIONS

To study the properties of the nine direction cosines with greater ease, it is con-
venient to change the notation and denote all coordinates by x , distinguishing the
axes by subscripts:

x → x1

y → x2 (4.10)

z → x3

as shown in Fig. 4.3. We also change the notation for the direction cosines to

ai j = cos θi j (4.11)

Equations (4.5) and (4.6) constitute a group of transformation equations from
a set of coordinates x1, x2, x3 to a new set x ′1, x ′2, x ′3. In particular, they form an
example of a linear or vector transformation, defined by transformation equations
of the form

x ′1 = a1 1x1 + a1 2x2 + a1 3x3

x ′2 = a2 1x1 + a2 2x2 + a2 3x3 (4.12)

x ′3 = a3 1x1 + a3 2x2 + a3 3x3,

where the a1 1, a1 2, . . ., are any set of constant (independent of x , x ′) coeffi-
cients.* To simplify the appearance of many of the expressions, we will also make
use of the summation convention first introduced by Einstein: Whenever an index
occurs two or more times in a term, it is implied, without any further symbols, that
the terms are to be summed over all possible values of the index. Thus, Eqs. (4.12)
can be written most compactly in accordance with this convention as

x ′i = ai j x j , i = 1, 2, 3. (4.12′)

The repeated appearance of the index j indicates that the left-hand side of
Eq. (4.12′) is a sum over the dummy index j for all possible values (here, j = 1,
2, 3). Some ambiguity is possible where powers of an indexed quantity occur, and
for that reason, an expression such as

∑
i

x2
i

appears under the summation convention as

xi xi .

*Equations (4.12) of course are not the most general set of transformation equations, cf., for example,
those from the r’s to the q’s (1–38).
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For the rest of the book the summation convention should be automatically
assumed in reading the equations unless otherwise explicitly indicated. Where
convenient, or to remove ambiguity, the summation sign may be occasionally
displayed explicitly, e.g., when certain values of the index are to be excluded
from the summation.

The transformation represented by Eqs. (4.11) is only a special case of the gen-
eral linear transformation, Eqs. (4.12), since the direction cosines are not all inde-
pendent. The connections between the coefficients, Eqs. (4.8) are rederived here
in terms of the newer notation. Since both coordinate systems are Cartesian, the
magnitude of a vector is given in terms of the sum of squares of the components.
Further, since the actual vector remains unchanged no matter which coordinate
system is used, the magnitude of the vector must be the same in both systems. In
symbols, we can state the invariance of the magnitude as

x ′i x ′i = xi xi . (4.13)

The left-hand side of Eq. (4.13) is therefore

ai j aik x j xk,

and it will reduce to the right-hand side of Eq. (4.13), if, and only if

ai j aik = 1 j = k

= 0 j �= k, (4.14)

or, in a more compact form, if

ai j aik = δ jk, j, k = 1, 2, 3. (4.15)

When the ai j coefficients are expressed in terms of the direction cosines, the six
equations contained in Eq. (4.15) become identical with the Eqs. (4.9).

Any linear transformation, Eq. (4.12), that has the properties required by
Eq. (4.15) is called an orthogonal transformation, and Eq. (4.15) itself is known
as the orthogonality condition. Thus, the transition from coordinates fixed in
space to coordinates fixed in the rigid body (with common origin) is accom-
plished by means of an orthogonal transformation. The array of transformation
quantities (the direction cosines), written as

⎡
⎢⎣

a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤
⎥⎦ , (4.16)

is called the matrix of transformation, and will be denoted by a capital letter A.
The quantities ai j are correspondingly known as the matrix elements of the trans-
formation.
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To make these formal considerations more meaningful, consider the simple
example of motion in a plane, so that we are restricted to two-dimensional rota-
tions, and the transformation matrix reduces to the form⎡

⎢⎣
a11 a12 0

a21 a22 0

0 0 1

⎤
⎥⎦ .

The four matrix elements, ai j , are connected by three orthogonality conditions:

ai j aik = δ jk, j, k = 1, 2,

and therefore only one independent parameter is needed to specify the transfor-
mation. But this conclusion is not surprising. A two-dimensional transformation
from one Cartesian coordinate system to another corresponds to a rotation of the
axes in the plane (cf. Fig. 4.4), and such a rotation can be specified completely by
only one quantity, the rotation angle φ. Expressed in terms of this single parame-
ter, the transformation equations become

x ′1 = x1 cosφ + x2 sinφ

x ′2 = −x1 sinφ + x2 cosφ

x ′3 = x3.

The matrix elements are therefore

a11 = cosφ a12 = sinφ a13 = 0

a21 = − sinφ a22 = cosφ a23 = 0

a31 = 0 a32 = 0 a33 = 1,

(4.17)

FIGURE 4.4 Rotation of the coordinate axes, as equivalent to two-dimensional orthog-
onal transformation.
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so that the matrix A can be written

A =
⎡
⎣ cosφ sinφ 0
− sinφ cosφ 0

0 0 1

⎤
⎦ (4.17′)

The three nontrivial orthogonality conditions expand into the equations

a11a11 + a21a21 = 1

a12a12 + a22a22 = 1

a11a12 + a21a22 = 0.

These conditions are obviously satisfied by the matrix (4-17′), for in terms of the
matrix elements (4.17) they reduce to the identities

cos2 φ + sin2 φ = 1

sin2 φ + cos2 φ = 1

cosφ sinφ − sinφ cosφ = 0.

The transformation matrix A can be thought of as an operator that, acting
on the unprimed system, transforms it into the primed system. Symbolically, the
process might be written

(r)′ = Ar, (4.18)

which is to be read: The matrix A operating on the components of a vector in the
unprimed system yields the components of the vector in the primed system. Note
that in the development of the subject so far, A acts on the coordinate system only,
the vector is unchanged, and we ask merely for its components in two different
coordinate frames. Parentheses have therefore been placed around r on the left in
Eq. (4.18) to make clear that the same vector is involved on both sides on the equa-
tion. Only the components have changed. In three dimensions, the transformation
of coordinates, as shown earlier, is simply a rotation, and A is then identical with
the rotation operator in a plane.

Despite this, note that without changing the formal mathematics, A can also be
thought of as an operator acting on the vector r, changing it to a different vector r′:

r′ = Ar, (4.19)

with both vectors expressed in the same coordinate system. Thus, in two dimen-
sions, instead of rotating the coordinate system counterclockwise, we can rotate
the vector r clockwise by an angle φ to a new vector r′, as shown in Fig. 4.5. The
components of the new vector will then be related to the components of the old
by the same Eqs. (4.12) that describe the transformation of coordinates. From a
formal standpoint, it is therefore not necessary to use parentheses in Eq. (4.18);
rather, it can be written as in Eq. (4.19) and interpreted equally as an operation on



“M04 Goldstein ISBN C04” — 2011/2/15 — page 143 — #10

4.2 Orthogonal Transformations 143

FIGURE 4.5 Interpretation of an orthogonal transformation as a rotation of the vector,
leaving the coordinate system unchanged.

the coordinate system or on the vector. The algebra remains the same no matter
which of these two points of view is followed. The interpretation as an operator
acting on the coordinates is the more pertinent one when using the orthogonal
transformation to specify the orientation of a rigid body. On the other hand, the
notion of an operator changing one vector into another has the more widespread
application. In the mathematical discussion either interpretation will be freely
used, as suits the convenience of the situation. Of course, note that the nature
of the operation represented by A will change according to which interpretation
is selected. Thus, if A corresponds to a counterclockwise rotation by an angle φ
when applied to the coordinate system, it will correspond to a clockwise rotation
when applied to the vector.

The same duality of roles often occurs with other types of coordinate trans-
formations that are more general than orthogonal transformations. They may at
times be looked on as affecting only the coordinate system, expressing some given
quantity or function in terms of a new coordinate system. At other times, they
may be considered as operating on the quantity or functions themselves, chang-
ing them to new quantities in the same coordinate system. When the transforma-
tion is taken as acting only on the coordinate system, we speak of the passive
role of the transformation. In the active sense, the transformation is looked on
as changing the vector or other physical quantity. These alternative interpreta-
tions of a transformation will be encountered in various formulations of classical
mechanics to be considered below (cf. Chapter 9) and indeed occur in many fields
of physics.

To develop further the kinematics of rigid body motion about a fixed origin, we
shall make much use of the algebra governing the manipulation of the transforma-
tion matrix. The following section is therefore a brief summary of the elementary
aspects of matrix algebra with specific application to orthogonal matrices. For
those unacquainted with this branch of mathematics, the section should provide
an introduction adequate for the immediate purpose. The material also details the
particular terminology and notation we will employ. Those already thoroughly
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familiar with matrix algebra may however omit the section and proceed directly
to Section 4.4.

4.3 FORMAL PROPERTIES OF THE TRANSFORMATION MATRIX

Let us consider what happens when two successive transformations are made—
corresponding to two successive displacements of the rigid body. Let the first
transformation from r to r′ be denoted by B:

x ′k = bkj x j , (4.20)

and the succeeding transformation from r′ to a third coordinate set r′′ by A:

x ′′i = aik x ′k . (4.21)

The relation between x ′′i and x j can then be obtained by combining the two
Eqs. (4.20) and (4.21):

x ′′i = aikbk j x j .

This may also be written as

x ′′i = ci j x j , (4.22)

where

ci j = aikbk j . (4.23)

The successive application of two orthogonal transformations A, B is thus
equivalent to a third linear transformation C. It can be shown that C is also an
orthogonal transformation in consequence of the orthogonality of A and B. The
detailed proof will be left for the exercises. Symbolically, the resultant operator C
can be considered as the product of the two operators A and B:

C = AB,

and the matrix elements ci j are by definition the elements of the square matrix
obtained by multiplying the two square matrices A and B.

Note that this “matrix” or operator multiplication is not commutative,

BA �= AB,

for, by definition, the elements of the transformation D = BA are

di j = bikak j , (4.24)
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which generally do not agree with the matrix elements of C, Eq. (4.23). Thus, the
final coordinate system depends upon the order of application of the operators A
and B, i.e., whether first A then B, or first B and then A. However, matrix mul-
tiplication is associative; in a product of three or more matrices the order of the
multiplications is unimportant:

(AB)C = A(BC). (4.25)

In Eq. (4.19) the juxtaposition of A and r, to indicate the operation of A on
the coordinate system (or on the vector), was said to be merely symbolic. But, by
extending our concept of matrices, it may also be taken as indicating an actual
matrix multiplication. Thus far, the matrices used have been square, i.e., with
equal number of rows and columns. However, we may also have one-column
matrices, such as x and x′ defined by

x =
⎡
⎣ x1

x2
x3

⎤
⎦ , x′ =

⎡
⎣ x ′1

x ′2
x ′3

⎤
⎦ . (4.26)

The product Ax, by definition, shall be taken as a one-column matrix, with the
elements

(Ax)i = ai j x j = x ′i .

Hence, Eq. (4.19) can also be written as the matrix equation

x′ = Ax.

The addition of two matrices, while not as important a concept as multiplica-
tion, is a frequently used operation. The sum A+ B is a matrix C whose elements
are the sum of the corresponding elements of A and B:

ci j = ai j + bi j .

Of greater importance is the transformation inverse to A, the operation that
changes r ′ back to r . This transformation will be called A−1 and its matrix ele-
ments designated by a′

i j . We then have the set of equations

xi = a′
i j x ′j , (4.27)

which must be consistent with

x ′k = aki xi . (4.28)

Substituting xi from (4.27), Eq. (4.28) becomes

x ′k = aki a
′
i j x ′j . (4.29)
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Since the components of r′ are independent, Eq. (4.29) is correct only if the sum-
mation reduces identically to x ′k . The coefficient of x ′j must therefore be 1 for
j = k and 0 for j �= k; in symbols,

aki a
′
i j = δk j . (4.30)

The left-hand side of Eq. (4.30) is easily recognized as the matrix element for the
product AA−1, while the right-hand side is the element of the matrix known as
the unit matrix 1:

1 =
⎡
⎣ 1 0 0

0 1 0
0 0 1

⎤
⎦ . (4.31)

Equation (4.30) can therefore be written as

AA−1 = 1, (4.32)

which indicates the reason for the designation of the inverse matrix by A−1. The
transformation corresponding to 1 is known as the identity transformation, pro-
ducing no change in the coordinate system:

x = 1x.

Similarly multiplying any matrix A by 1, in any order, leaves A unaffected:

1A = A1 = A.

By slightly changing the order of the proof of Eq. (4.28), it can be shown that A
and A−1 commute. Instead of substituting xi in Eq. (4.29) in terms of x ′, we could
equally as well demand consistency by eliminating x ′ from the two equations,
leading in analogous fashion to

a′
i j a jk = δik .

In matrix notation, this reads

A−1A = 1, (4.33)

which proves the statement.
Now let us consider the double sum

aklaki a
′
i j ,

which can be written either as

cli a
′
i j with cli = aklaki
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or as

akldk j with dkj = aki a
′
i j .

Applying the orthogonality conditions, Eq. (4.15), the sum in the first form re-
duces to

δli a
′
i j = a′

l j .

On the other hand, the same sum from the second point of view, and with the help
of Eq. (4.30), can be written

aklδk j = a jl .

Thus, the elements of the direct matrix A and the reciprocal A−1 are related by

a′
l j = a jl . (4.34)

In general, the matrix obtained from A by interchanging rows and columns is
known as the transposed matrix, indicated by the tilde thus: Ã. Equation (4.34)
therefore states that for orthogonal matrices the reciprocal matrix is to be identi-
fied as the transposed matrix; symbolically,

A−1 = Ã. (4.35)

If this result is substituted in Eq. (4.33), we obtain

ÃA = 1, (4.36)

which is identical with the set of orthogonality conditions, Eq. (4.15), written in
abbreviated form, as can be verified by direct expansion. Similarly, an alternative
form of the orthogonality conditions can be obtained from Eq. (4.30) by substi-
tuting (4.34):

aki a ji = δk j . (4.37)

In symbolic form, (4.37) can be written

AÃ = 1

and may be derived directly from (4.36) by multiplying it from the left by A and
from the right by A−1.

A rectangular matrix is said to be of dimension m × n if it has m rows and n
columns; i.e., if the matrix element is ai j , then i runs from 1 to m, and j from 1
to n. Clearly the transpose of such a matrix has the dimension n × m. If a vector
column matrix is considered as a rectangular matrix of dimension m × 1, the
transpose of a vector is of dimension 1 × m, i.e., a one-row matrix. The product
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AB of two rectangular matrices exists only if the number of columns of A is the
same as the number of rows of B. This is an obvious consequence of the definition
of the multiplication operation leading to a matrix element:

ci j = aikbk j .

From this viewpoint, the product of a vector column matrix with a square matrix
does not exist. The only product between these quantities that can be formed is
that of a square matrix with a single column matrix. But note that a single row
matrix, i.e., a vector transpose, can indeed pre-multiply a square matrix. For a
vector, however, the distinction between the column matrix and its transpose is
often of no consequence. The symbol x may therefore be used to denote either
a column or a row matrix, as the situation warrants.* Thus in the expression Ax,
where A is a square matrix, the symbol x stands for a column matrix, whereas in
the expression xA it represents the same elements arranged in a single row. Note
that the i th component of Ax can be written as

Ai j x j = x j (Ã) j i .

Hence, we have a useful commutation property of the product of a vector and a
square matrix that

Ax = xÃ.

A square matrix that is the same as its transpose,

Ai j = A ji , (4.38)

is said (for obvious reasons) to be symmetric. When the transpose is the negative
of the original matrix,

Ai j = −A ji , (4.39)

the matrix is antisymmetric or skew symmetric. Clearly in an antisymmetric
matrix, the diagonal elements are always zero.

The two interpretations of an operator as transforming the vector, or alterna-
tively the coordinate system, are both involved if we find the transformation of an
operator under a change of coordinates. Let A be considered an operator acting
upon a vector F (or a single-column matrix F) to produce a vector G:

G = AF.

If the coordinate system is transformed by a matrix B, the components of the
vector G in the new system will be given by

BG = BAF,

*The transpose sign on vector matrices will occasionally be retained where it is useful to emphasize
the distinction between column and row matrices.
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which can also be written

BG = BAB−1BF. (4.40)

Equation (4.40) can be stated as the operator BAB−1 acting upon the vector F,
expressed in the new system, produces the vector G, likewise expressed in the
new coordinates. We may therefore consider BAB−1 to be the form taken by the
operator A when transformed to a new set of axes:

A′ = BAB−1. (4.41)

Any transformation of a matrix having the form of Eq. (4.41) is known as a simi-
larity transformation.

It is appropriate at this point to consider the properties of the determinant
formed from the elements of a square matrix. As is customary, we shall denote
such a determinant by vertical bars, thus: |A|. Note that the definition of matrix
multiplication is identical with that for the multiplication of determinants

|AB| = |A| ? |B|. (4.41′)

Since the determinant of the unit matrix is 1, the determinantal form of the
orthogonality conditions, Eq. (4.36), can be written

|Ã| ? |A| = 1.

Further, as the value of a determinant is unaffected by interchanging rows and
columns, we can write

|A|2 = 1, (4.42)

which implies that the determinant of an orthogonal matrix can only be +1 or −1.
(The geometrical significance of these two values will be considered in the next
section.)

When the matrix is not orthogonal, the determinant does not have these simple
values, of course. It can be shown however that the value of the determinant is
invariant under a similarity transformation. Multiplying Eq. (4.41) for the trans-
formed matrix from the right by B, we obtain the relation

A′B = BA,

or in determinantal form

|A′| ? |B| = |B| ? |A|.

Since the determinant of B is merely a number, and not zero,* we can divide by

*If it were zero, there could be no inverse operator B−1 (by Cramer’s rule), which is required for
Eq. (4.41) to make sense.
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|B| on both sides to obtain the desired result:

|A′| = |A|.

In discussing rigid body motion later, all these properties of matrix transfor-
mations, especially of orthogonal matrices, will be employed. In addition, other
properties are needed, and they will be derived as the occasion requires.

4.4 THE EULER ANGLES

We have noted (cf. p. 137) that the nine elements ai j are not suitable as generalized
coordinates because they are not independent quantities. The six relations that
express the orthogonality conditions, Eqs. (4.9) or Eqs. (4.15), of course reduce
the number of independent elements to three. But in order to characterize the
motion of a rigid body, there is an additional requirement the matrix elements
must satisfy, beyond those implied by orthogonality. In the previous section we
pointed out that the determinant of a real orthogonal matrix could have the value
+1 or −1. The following argument shows however that an orthogonal matrix
whose determinant is −1 cannot represent a physical displacement of a rigid body.

Consider the simplest 3 × 3 matrix with the determinant −1:

S =
⎡
⎣−1 0 0

0 −1 0
0 0 −1

⎤
⎦ = −1.

The transformation S has the effect of changing the sign of each of the components
or coordinate axes (cf. Fig. 4.6). Such an operation transforms a right-handed
coordinate system into a left-handed one and is known as an inversion of the
coordinate axes.

One method of performing an inversion is to rotate about a coordinate axis by
180◦ and then reflect in that coordinate axis direction. For the z-direction, this
gives

⎛
⎝ rotate

by 180◦
about z

⎞
⎠
⎛
⎝ reflect

in the
xy plane

⎞
⎠ = inversion.

FIGURE 4.6 Inversion of the coordinate axes.
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In matrix notation, this has the form

⎡
⎣−1 0 0

0 −1 0
0 0 1

⎤
⎦
⎡
⎣ 1 0 0

0 1 0
0 0 −1

⎤
⎦ =

⎡
⎣−1 0 0

0 −1 0
0 0 −1

⎤
⎦ ,

where the 180◦ rotation is obtained by setting φ = 180◦ in Eq. (4.17).
From the nature of this operation, it is clear that an inversion of a right-

handed system into a left-handed one cannot be accomplished by any rigid
change in the orientation of the coordinate axes. An inversion therefore never
corresponds to a physical displacement of a rigid body. What is true for the
inversion S is equally valid for any matrix whose determinant is −1, for any
such matrix can be written as the product of S with a matrix whose determi-
nant is +1, and thus includes the inversion operation. Consequently, it cannot
describe a rigid change in orientation. Therefore, the transformations represent-
ing rigid body motion must be restricted to matrices having the determinant
+1. Another method of reaching this conclusion starts from the fact that the
matrix of transformation must evolve continuously from the unit matrix, which
of course has the determinant +1. It would be incompatible with the continuity
of the motion to have the matrix determinant suddenly change from its initial
value +1 to −1 at some given time. Orthogonal transformations with determi-
nant +1 are said to be proper, and those with the determinant −1 are called
improper.

In order to describe the motion of rigid bodies in the Lagrangian formulation
of mechanics, it will therefore be necessary to seek three independent parameters
that specify the orientation of a rigid body in such a manner that the correspond-
ing orthogonal matrix of transformation has the determinant +1. Only when such
generalized coordinates have been found can we write a Lagrangian for the sys-
tem and obtain the Lagrangian equations of motion. A number of such sets of
parameters have been described in the literature, but the most common and useful
are the Euler or Eulerian angles. We shall therefore define these angles at this
point, and show how the elements of the orthogonal transformation matrix can be
expressed in terms of them.

We can carry out the transformation from a given Cartesian coordinate sys-
tem to another by means of three successive rotations performed in a specific
sequence. The Euler angles are then defined as the three successive angles of rota-
tion. Within limits, the choice of rotation angles is arbitrary. The main convention
that will be followed here is used widely in celestial mechanics, applied mechan-
ics, and frequently in molecular and solid-state physics. Other conventions will
be described below and in Appendix A.

The sequence employed here is started by rotating the initial system of axes,
xyz, by an angle φ counterclockwise about the z axis, and the resultant coordinate
system is labeled the ξηζ axes. In the second stage, the intermediate axes, ξηζ ,
are rotated about the ξ axis counterclockwise by an angle θ to produce another
intermediate set, the ξ ′η′ζ ′ axes. The ξ ′ axis is at the intersection of the xy and
ξ ′η′ planes and is known as the line of nodes. Finally, the ξ ′η′ζ ′ axes are rotated
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FIGURE 4.7 The rotations defining the Eulerian angles.

counterclockwise by an angle ψ about the ζ ′ axis to produce the desired x ′y′z′
system of axes. Figure 4.7 illustrates the various stages of the sequence. The Euler
angles θ , φ, andψ thus completely specify the orientation of the x ′y′z′ system rel-
ative to the xyz and can therefore act as the three needed generalized coordinates.*

The elements of the complete transformation A can be obtained by writing
the matrix as the triple product of the separate rotations, each of which has a
relatively simple matrix form. Thus, the initial rotation about z can be described
by a matrix D:

j = Dx,

where j and x stand for column matrices. Similarly, the transformation from ξηζ

to ξ ′η′ζ ′ can be described by a matrix C,

j ′ = Cj,

*A number of minor variations will be found in the literature even within this convention. The differ-
ences are not very great, but they are often sufficient to frustrate easy comparison of the end formulae,
such as the matrix elements. Greatest confusion, perhaps, arises from the occasional use of left-handed
coordinate systems.
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and the last rotation to x ′y′z′ by a matrix B,

x′ = Bj ′.

Hence, the matrix of the complete transformation,

x′ = Ax,

is the product of the successive matrices,

A = BCD.

Now the D transformation is a rotation about z, and hence has a matrix of the
form (cf. Eq. (4.17))

D =
⎡
⎣ cosφ sinφ 0
− sinφ cosφ 0

0 0 1

⎤
⎦ . (4.43)

The C transformation corresponds to a rotation about ξ , with the matrix

C =
⎡
⎣ 1 0 0

0 cos θ sin θ
0 − sin θ cos θ

⎤
⎦ , (4.44)

and finally B is a rotation about ζ ′ and therefore has the same form as D:

B =
⎡
⎣ cosψ sinψ 0
− sinψ cosψ 0

0 0 1

⎤
⎦ . (4.45)

The product matrix A = BCD then follows as

A =
[

cosψ cosφ − cos θ sinφ sinψ cosψ sinφ + cos θ cosφ sinψ sinψ sin θ
− sinψ cosφ − cos θ sinφ cosψ − sinψ sinφ + cos θ cosφ cosψ cosψ sin θ

sin θ sinφ − sin θ cosφ cos θ

]
.

(4.46)

The inverse transformation from body coordinates to space axes

x = A−1x′

is then given immediately by the transposed matrix Ã:

A−1 =

Ã =
[

cosψ cosφ − cos θ sinφ sinψ − sinψ cosφ − cos θ sinφ cosψ sin θ sinφ
cosψ sinφ + cos θ cosφ sinψ − sinψ sinφ + cos θ cosφ cosψ − sin θ cosφ

sin θ sinψ sin θ cosψ cos θ

]
.

(4.47)



“M04 Goldstein ISBN C04” — 2011/2/15 — page 154 — #21

154 Chapter 4 The Kinematics of Rigid Body Motion

Verification of the multiplication, and demonstration that A represents a proper,
orthogonal matrix will be left to the exercises.

Note that the sequence of rotations used to define the final orientation of the
coordinate system is to some extent arbitrary. The initial rotation could be taken
about any of the three Cartesian axes. In the subsequent two rotations, the only
limitation is that no two successive rotations can be about the same axis. A total
of 12 conventions is therefore possible in defining the Euler angles (in a right-
handed coordinate system). The two most frequently used conventions differ only
in the choice of axis for the second rotation. In the Euler’s angle definitions
described above, and used throughout the book, the second rotation is about the
intermediate x axis. We will refer to this choice as the x-convention. In quan-
tum mechanics, nuclear physics, and particle physics, we often take the second
defining rotation about the intermediate y axis; this form will be denoted as the
y-convention.

A third convention is commonly used in engineering applications relating to
the orientation of moving vehicles such as aircraft and satellites. Both the x- and
y-conventions have the drawback that when the primed coordinate system is only
slightly different from the unprimed system, the angles φ and ψ become indis-
tinguishable, as their respective axes of rotation, z and z′ are then nearly coin-
cident. To get around this problem, all three rotations are taken around different
axes. The first rotation is about the vertical axis and gives the heading or yaw
angle. The second is around a perpendicular axis fixed in the vehicle and nor-
mal to the figure axis; it is measured by the pitch or attitude angle. Finally, the
third angle is one of rotation about the figure axis of the vehicle and is the roll
or bank angle. Because all three axes are involved in the rotations, it will be
designated as the xyz-convention (although the order of axes chosen may actu-
ally be different). This last convention is sometimes referred to as the Tait–Bryan
angles.

While only the x-convention will be used in the text, for reference purposes
Appendix A lists formulae involving Euler’s angles, such as rotation matrices, in
both the y- and xyz-conventions.

4.5 THE CAYLEY–KLEIN PARAMETERS AND RELATED QUANTITIES

We have seen that only three independent quantities are needed to specify the
orientation of a rigid body. Nonetheless, there are occasions when it is desirable
to use sets of variables containing more than the minimum number of quan-
tities to describe a rotation, even though they are not suitable as generalized
coordinates. Thus, Felix Klein introduced the set of four parameters bearing
his name to facilitate the integration of complicated gyroscopic problems. The
Euler angles are difficult to use in numerical computation because of the large
number of trigonometric functions involved, and the four-parameter representa-
tions are much better adapted for use on computers. Further, the four-parameter
sets are of great theoretical interest in branches of physics beyond the scope of
this book, wherever rotations or rotational symmetry are involved. It therefore
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seems worthwhile to briefly describe these parameters, leaving the details to
Appendix A.

The four Cayley–Klein parameters are complex numbers denoted by α, β, γ ,
and δ with the constraints that β = −γ ∗ and δ = α∗. In terms of these numbers,
the transformation matrix of a rotated body is given by

A =

⎡
⎢⎢⎢⎢⎣

1

2
(α2 − γ 2 + δ2 − β2)

i

2
(γ 2 − α2 + δ2 − β2) γ δ − αβ

i

2
(α2 + γ 2 − β2 − δ2)

1

2
(α2 + γ 2 + β2 + δ2) −i(αβ + γ δ)

βδ − αγ i(αγ + βδ) αδ + βγ

⎤
⎥⎥⎥⎥⎦ .

The matrix A is real in spite of its appearance, as we can see by writing

α = e0 + ie3

β = e2 + ie1,

where the four real quantities e0, e1, e2, and e3 are often referred to as the Cayley–
Klein parameters but should be called the Euler parameters to be correct. They
satisfy the relation

e2
0 + e2

1 + e2
2 + e2

3 = 1.

A bit of algebraic manipulation then shows that the matrix A can be written in
terms of the four real parameters in the form

A =

⎡
⎢⎣

e2
0 + e2

1 − e2
2 − e2

3 2(e1e2 + e0e3) 2(e1e3 − e0e2)

2(e1e2 − e0e3) e2
0 − e2

1 + e2
2 − e2

3 2(e2e3 + e0e1)

2(e1e3 + e0e2) 2(e2e3 − e0e1) e2
0 − e2

1 − e2
2 + e2

3

⎤
⎥⎦ . (4.47′)

The reality of the matrix elements is now manifest. It can also be easily demon-
strated that the matrix A in terms of these parameters cannot be put in the form of
the inversion transformation S. An examination of the off-diagonal elements and
their transposes shows that they all vanish only if at least three of the parameters
are zero. We cannot then choose the remaining nonzero parameter such that all
three of the diagonal elements (or only one of them) are −1.

4.6 EULER’S THEOREM ON THE MOTION OF A RIGID BODY

The discussions of the previous sections provide a complete mathematical tech-
nique for describing the motions of a rigid body. At any instant, the orientation
of the body can be specified by an orthogonal transformation, the elements of
which may be expressed in terms of some suitable set of parameters. As time
progresses, the orientation will change, and hence the matrix of transformation
will be a function of time and may be written A(t). If the body axes are chosen
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coincident with the space axes at the time t = 0, then the transformation is ini-
tially simply the identity transformation:

A(0) = 1.

At any later time, A(t) will in general differ from the identity transformation, but
since the physical motion must be continuous, A(t)must be a continuous function
of time. The transformation may thus be said to evolve continuously from the
identity transformation.

With this method of describing the motion, and using only the mathematical
apparatus already introduced, we are now in a position to obtain the important
characteristics of rigid body motion. Of basic importance is:

Euler’s Theorem: The general displacement of a rigid body with one
point fixed is a rotation about some axis.

The theorem means that for every such rotation it is always possible to find an
axis through the fixed point oriented at particular polar angles θ and φ such that
a rotation by the particular angle ψ about this axis duplicates the general rota-
tion. Thus, three parameters (angles) characterize the general rotation. It is also
possible to find three Euler angles to produce the same rotation.

If the fixed point (not necessarily at the center of mass of the object) is taken
as the origin of the body set of axes, then the displacement of the rigid body
involves no translation of the body axes; the only change is in orientation. The
theorem then states that the body set of axes at any time t can always be obtained
by a single rotation of the initial set of axes (taken as coincident with the space
set). In other words, the operation implied in the matrix A describing the physical
motion of the rigid body is a rotation. Now it is characteristic of a rotation that one
direction, namely, the axis of rotation, is left unaffected by the operation. Thus,
any vector lying along the axis of rotation must have the same components in both
the initial and final axes.

The other necessary condition for a rotation, that the magnitude of the vectors
be unaffected, is automatically provided by the orthogonality conditions. Hence,
Euler’s theorem will be proven if it can be shown that there exists a vector R hav-
ing the same components in both systems. Using matrix notation for the vector,

R′ = AR = R. (4.48)

Equation (4.48) constitutes a special case of the more general equation:

R′ = AR = λR, (4.49)

where λ is some constant, which may be complex. The values of λ for which
Eq. (4.49) is soluble are known as the characteristic values, or eigenvalues,* of
the matrix. Since equations of the form of (4.49) are of general interest and will be

*This term is derived from the German Eigenwerte, literally “proper values.”
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used in Chapter 6, we shall examine Eq. (4.49) and then specialize the discussion
to Eq. (4.48).

The problem of finding vectors that satisfy Eq. (4.49) is therefore called the
eigenvalue problem for the given matrix, and Eq. (4.49) itself is referred to as the
eigenvalue equation. Correspondingly, the vector solutions are the eigenvectors
of A. Euler’s theorem can now be restated in the following language:

The real orthogonal matrix specifying the physical motion of a rigid
body with one point fixed always has the eigenvalue +1.

The eigenvalue equations (4.49) may be written

(A − λ1)R = 0, (4.50)

or, in expanded form,

(a11 − λ)X + a12Y + a13 Z = 0

a21 X + (a22 − λ)Y + a23 Z = 0 (4.51)

a31 X + a32Y + (a33 − λ)Z = 0.

Equations (4.51) comprise a set of three homogeneous simultaneous equations
for the components X , Y , Z of the eigenvector R. As such, they can never fur-
nish definite values for the three components, but only ratios of components.
Physically, this corresponds to the circumstance that only the direction of the
eigenvector can be fixed; the magnitude remains undetermined. The product of a
constant with an eigenvector is also an eigenvector. In any case, being homoge-
neous, Eqs. (4.51) can have a nontrivial solution only when the determinant of the
coefficients vanishes:

|A − λ1| =
∣∣∣∣∣∣
a11 − λ a12 a13

a21 a22 − λ a23
a31 a32 a33 − λ

∣∣∣∣∣∣ = 0. (4.52)

Equation (4.52) is known as the characteristic or secular equation of the matrix,
and the values of λ for which the equation is satisfied are the desired eigenvalues.
Euler’s theorem reduces to the statement that, for the real orthogonal matrices
under consideration, the secular equation must have the root λ = +1.

In general, the secular equation will have three roots with three corresponding
eigenvectors. For convenience, the notation X1, X2, X3 will often be used instead
of X , Y , Z . In such a notation, the components of the eigenvectors might be
labeled as Xik , the first subscript indicating the particular component, the second
denoting which of the three eigenvectors in involved. A typical member of the
group of Eqs. (4.51) would then be written (with explicit summation) as

∑
j

ai j X jk = λk Xik
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or, alternatively, as

∑
j

ai j X jk =
∑

j

Xi jδ jkλk . (4.53)

Both sides of Eq. (4.53) then have the form of a matrix product element; the left
side as the product of A with a matrix X having the elements X jk , the right side
as the product of X with a matrix whose jkth element is δ jkλk . The last matrix is
diagonal, and its diagonal elements are the eigenvalues of A. We shall therefore
designate the matrix by l:

l =
⎡
⎣ λ1 0 0

0 λ2 0
0 0 λ3

⎤
⎦ . (4.54)

Equation (4.53) thus implies the matrix equation

AX = Xl,

or, multiplying from the left by X−1,

X−1AX = l. (4.55)

Now, the left side is in the form of a similarity transformation operating on A.
(We have only to denote X−1 by the symbol Y to reduce it to the form Eq. (4.41).)
Thus, Eq. (4.55) provides the following alternative approach to the eigenvalue
problem: We seek to diagonalize A by a similarity transformation. Each column
of the matrix used to carry out the similarity transformation consists of the com-
ponents of an eigenvector. The elements of the diagonalized form of A are the
corresponding eigenvalues.

Euler’s theorem can be proven directly by using the orthogonality property of
Ã. Consider the expression

(A − 1)Ã = 1 − Ã.

If we take the determinant of the matrices forming both sides (cf. Eq. (4.41′)), we
can write the equality

|A − 1‖Ã| = |1 − Ã|. (4.56)

To describe the motion of a rigid body, the matrix A(t) must correspond to a
proper rotation; therefore the determinant of A, and of its transpose, must be +1.
Further, since in general the determinant of the transpose of a matrix is the same
as that of the matrix, the transpose signs in Eq. (4.56) can be removed:

|A − 1| = |1 − A|. (4.57)
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Equation (4.57) says that the determinant of a particular matrix is the same as the
determinant of the negative of the matrix. Suppose B is some n × n matrix. Then
it is a well-known property of determinants that

| − B| = (−1)n|B|.

Since we are working in a three-dimensional space (n = 3), it is clear that
Eq. (4.57) can hold for any arbitrary proper rotation only if

|A − 1| = 0. (4.58)

Comparing Eq. (4.58) with the secular equation (4.52), we can see that one of the
eigenvalues satisfying Eq. (4.52) must always be λ = +1, which is the desired
result of Euler’s theorem.

Note how the proof of Euler’s theorem emphasizes the importance of the num-
ber of dimensions in the space considered. In spaces with an even number of
dimensions, Eq. (4.57) is an identity for all matrices and Euler’s theorem doesn’t
hold. Thus, for two dimensions there is no vector in the space that is left unaltered
by a rotation—the axis of rotation is perpendicular to the plane and therefore out
of the space.

It is now a simple matter to determine the properties of the other eigenvalues
in three dimensions. Designate the +1 eigenvalue as λ3. The determinant of any
matrix is unaffected by a similarity transformation (cf. Section 4.3). Hence, by
Eqs. (4.54) and (4.55) and the properties of A as a proper rotation,

|A| = λ1λ2λ3 = λ1λ2 = 1. (4.59)

Further, since A is a real matrix, then if λ is a solution of the secular equa-
tion (4.52), the complex conjugate λ∗ must also be a solution.

If a given eigenvalue λi is complex, then the corresponding eigenvector, Ri ,
that satisfies Eq. (4.59) will in general also be complex. We have not previously
dealt with the properties of complex vectors under (real) orthogonal transforma-
tions, and there are some modifications to previous definitions. The square of the
length or magnitude of a complex vector R is R ?R∗, or in matrix notation R̃R∗,
where the transpose sign on the left-hand vector indicates it is represented by a
row matrix. Under a real orthogonal transformation, the square of the magnitude
is invariant:

R̃′R′∗ = (ÃR)AR∗ = R̃ÃAR∗ = R̃R∗.

Suppose now that R is a complex eigenvector corresponding to a complex eigen-
value λ. Hence, by Eq. (4.49), we have

R̃′R′∗ = λλ∗R̃R∗,

which leads to the conclusion that all eigenvalues have unit magnitude:

λλ∗ = 1. (4.60)
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From these properties it may be concluded that there are three possible distri-
butions of eigenvalues. If all of the eigenvalues are real, then only two situations
are possible:

1. All eigenvalues are +1. The transformation matrix is then just 1, a case we
may justly call trivial.

2. One eigenvalue is +1 and the other two are both −1. Such a transformation
may be characterized as an inversion in two coordinate axes with the third
unchanged. Equally it is a rotation through the angle π about the direction
of the unchanged axis.

If not all of the eigenvalues are real, there is only one additional possibility:

3. One eigenvalue is +1, and the other two are complex conjugates of each
other of the form ei� and e−i�.

A more complete statement of Euler’s theorem thus is that any nontrivial real
orthogonal matrix has one, and only one, eigenvalue +1.

The direction cosines of the axis of rotation can then be obtained by setting
λ = 1 in the eigenvalue equations (4.51) and solving for X , Y , and Z .* The
angle of rotation can likewise be obtained without difficulty. By means of some
similarity transformation, it is always possible to transform the matrix A to a
system of coordinates where the z axis lies along the axis of rotation. In such a
system of coordinates, A′ represents a rotation about the z axis through an angle
�, and therefore has the form

A′ =
⎡
⎣ cos� sin� 0
− sin� cos� 0

0 0 1

⎤
⎦ .

The trace of A′ is simply

1 + 2 cos�.

Since the trace is always invariant under a similarity transformation, the trace of
A with respect to any initial coordinate system must have the same form,

TrA = aii = 1 + 2 cos�, (4.61)

which gives the value of � in terms of the matrix elements. The rotation angle �
is to be identified also with the phase angle of the complex eigenvalues λ, as the

*If there are multiple roots to the secular equation, then the corresponding eigenvectors cannot be
found as simply (cf. Sections 5.4 and 6.2). Indeed, it is not always possible to completely diagonalize
a general matrix if the eigenvalues are not all distinct. These exceptions are of no importance for the
present considerations, as Euler’s theorem shows that for all nontrivial orthogonal matrices +1 is a
single root.
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sum of the eigenvalues is just the trace of A in its diagonal form, Eq. (4.54). By
Euler’s theorem and the properties of the eigenvalues, this sum is

TrA =
∑

i

λi = 1 + ei� + e−i� = 1 + 2 cos�.

We see that the situations in which the eigenvalues are all real are actually special
cases of A having complex eigenvalues. All the λi = +1 corresponds to a rotation
angle� = 0 (the identity transformation), while the case with a double eigenvalue
−1 corresponds to � = π , as previously noted.

The prescriptions for the direction of the rotation axis and for the rotation angle
are not unambiguous. Clearly if R is an eigenvector, so is −R; hence the sense of
the direction of the rotation axis is not specified. Further, −� satisfies Eq. (4.61)
if � does. Indeed, it is clear that the eigenvalue solution does not uniquely fix
the orthogonal transformation matrix A. From the determinantal secular equa-
tion (4.52), it follows that the inverse matrix A−1 = Ã has the same eigenvalues
and eigenvectors as A. However, the ambiguities can at least be ameliorated by
assigning � to A and −� to A−1, and fixing the sense of the axes of rotation by
the right-hand screw rule.

Finally, note should be made of an immediate corollary of Euler’s theorem,
sometimes called

Chasles’ Theorem: The most general displacement of a rigid body is
a translation plus a rotation.

Detailed proof is hardly necessary. Simply stated, removing the constraint of mo-
tion with one point fixed introduces three translatory degrees of freedom for the
origin of the body system of axes.*

4.7 FINITE ROTATIONS

The relative orientation of two Cartesian coordinate systems with common ori-
gin has been described by various representations, including the three successive
Euler angles of rotation that transform one coordinate system to the other. In the
previous section it was shown that the coordinate transformation can be carried
through by a single rotation about a suitable direction. It is therefore natural to
seek a representation of the coordinate transformation in terms of the parameters

*M. Chasles (1793–1881) also proved a stronger form of the theorem, namely, that it is possible to
choose the origin of the body set of coordinates so that the translation is in the same direction as the
axis of rotation. Such a combination of translation and rotation is called a screw motion.

This formalism has some use in crystallographic studies of crystals with a screw axis of symmetry.
Such symmetry produces strange optical properties. Aside from that application, there seems to be
little present use for this version of Chasles’ theorem, nor for the elaborate mathematics of screw
motions developed in the nineteenth century.
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of the rotation—the angle of rotation and the direction cosines of the axis of
rotation.

With the help of some simple vector algebra, we can derive such a repre-
sentation. For this purpose, it is convenient to treat the transformation in its
active sense, i.e., as one that rotates the vector in a fixed coordinate system (cf.
Section 4.2 ). Recall that a counterclockwise rotation of the coordinate system
then appears as a clockwise rotation of the vector. In Fig. 4.8(a) the initial posi-
tion of the vector r is denoted by

−→
O P and the final position r′ by

−−→
O Q, while the

unit vector along the axis of rotation is denoted by n. The distance between O
and N has the magnitude n ? r, so that the vector

−−→
O N can be written as n(n ? r).

Figure 4.8(b) sketches the vectors in the plane normal to the axis of rotation. The
vector

−→
N P can be described also as r − n(n ? r), but its magnitude is the same as

that of the vectors
−−→
N Q and r× n. To obtain the desired relation between r′ and r,

we construct r′ as the sum of three vectors:

r′ = −−→
O N +−→

N V +−→
V Q

or

r′ = n(n ? r)+ [r − n(n ? r)] cos�+ (r3 n) sin�.

A slight rearrangement of terms leads to the final result:

r′ = r cos�+ n(n ? r)(1 − cos�)+ (r3 n) sin�. (4.62)

Equation (4.62) will be referred to as the rotation formula. Note that Eq. (4.62)
holds for any rotation, no matter what its magnitude, and thus is a finite-rotation
version (in a clockwise sense) of the description given in Section 2.6, for the
change of a vector under infinitesimal rotation. (cf. also Section 4.8.)

FIGURE 4.8 Vector diagrams for derivation of the rotation formula.
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It is straightforward to express the rotation angle, �, in terms of the Euler
angles. Equation (4.61) gives the trace of the rotation matrix in the plane per-
pendicular to the axis of rotation. Since the trace of a matrix is invariant, this
expression must equal the trace of A as given in Eq. (4.46). If we use this equality,
add one (1) to both sides, and use trigonometric identities, we get an equation
whose square root is

cos
�

2
= cos

φ + ψ
2

cos
θ

2
, (4.63)

where the sign of the square root is fixed by the physical requirement that�→ 0
as φ, ψ , and θ → 0.

4.8 INFINITESIMAL ROTATIONS

In the previous sections various matrices have been associated with the descrip-
tion of the rigid body orientation. However, the number of matrix elements has
always been larger than the number of independent variables, and various sub-
sidiary conditions have had to be tagged on. Now that we have established that
any given orientation can be obtained by a single rotation about some axis, it is
tempting to try to associate a vector, characterized by three independent quanti-
ties, with the finite displacement of a rigid body about a fixed point. Certainly a
direction suggests itself obviously—that of the axis of rotation—and any function
of the rotation angle would seem suitable as the magnitude. But it soon becomes
evident that such a correspondence cannot be made successfully. Suppose A and
B are two such “vectors” associated with transformations A and B. Then to qualify
as vectors they must be commutative in addition:

A + B = B + A.

But the addition of two rotations, i.e., one rotation performed after another, it has
been seen, corresponds to the product AB of the two matrices. However, matrix
multiplication is not commutative, AB �= BA, and hence A, B are not commuta-
tive in addition and cannot be accepted as vectors. This conclusion, that the sum
of finite rotations depends upon the order of the rotations, is strikingly demon-
strated by a simple experiment. Thus, Fig. 4.9 illustrates the sequence of events
in rotating a block first through 90◦ about the z′ axis fixed in the block, and then
90◦ about the y′ axis, while Fig. 4.10 presents the same rotations in reverse order.
The final position is markedly different in the two sequences.

While a finite rotation thus cannot be represented by a single vector, the same
objections do not hold if only infinitesimal rotations are considered. An infinites-
imal rotation is an orthogonal transformation of coordinate axes in which the
components of a vector are almost the same in both sets of axes—the change
is infinitesimal. Thus, the x ′1 component of some vector r (on the passive interpre-
tation of the transformation) would be practically the same as x1, the difference
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FIGURE 4.9 The effect of two rotations performed in a given order.

FIGURE 4.10 The two rotations shown in Fig. 4.9, but performed in reverse order.

being extremely small:

x ′1 = x1 + ε11x1 + ε12x2 + ε13x3. (4.64)

The matrix elements ε11, ε12, etc., are to be considered as infinitesimals, so that in
subsequent calculations only the first nonvanishing order in εi j need be retained.
For any general component x ′i , the equations of infinitesimal transformation can
be written as

x ′i = xi + εi j x j

or

x ′i = (δi j + εi j )x j . (4.65)

The quantity δi j will be recognized as the element of the unit matrix, and
Eq. (4.65) appears in matrix notation as

x′ = (1 + e)x. (4.66)
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Equation (4.66) states that the typical form for the matrix of an infinitesimal trans-
formation is 1 + e; i.e., it is almost the identity transformation, differing at most
by an infinitesimal operator.

It can now be seen that the sequence of operations is unimportant for infinites-
imal transformations; in other words, they commute. If 1+ e1 and 1+ e2 are two
infinitesimal transformations, then one of the possible products is

(1 + e1)(1 + e2) = 12 + e11 + 1ε2 + e1e2

= 1 + e1 + e2, (4.67)

neglecting higher-order infinitesimals. The product in reverse order merely inter-
changes e1 and e2; this has no effect on the result, as matrix addition is always
commutative. The commutative property of infinitesimal transformations over-
comes the objection to their representation by vectors. For example, the rotation
matrix (4.46) for infinitesimal Euler rotation angles is given by

A =
⎡
⎣ 1 (dφ + dψ) 0
−(dφ + dψ) 1 dθ

0 −dθ 1

⎤
⎦

and

d� = i dθ + k (dφ + dψ),

where i and k are the unit vectors in the x- and z-directions, respectively.
The inverse matrix for an infinitesimal transformation is readily obtained. If

A = 1 + e is the matrix of the transformation, then the inverse is

A−1 = 1 − e. (4.68)

As proof, note that the product AA−1 reduces to the unit matrix,

AA−1 = (1 + e)(1 − e) = 1,

in agreement with the definition for the inverse matrix, Eq. (4.32). Further, the
orthogonality of A implies that Ã ≡ (1 + ẽ) must be equal to A−1 as given by
Eq. (4.68). Hence, the infinitesimal matrix is antisymmetric* (cf. Eq. (4.39)):

ẽ = −e.

Since the diagonal elements of an antisymmetric matrix are necessarily zero,
there can be only three distinct elements in any 3×3 antisymmetric matrix. Hence,

*In this section we have assumed implicitly that an infinitesimal orthogonal transformation corre-
sponds to a rotation. In a sense this assumption is obvious; an “infinitesimal inversion” is a contradic-
tion in terms. Formally, the statement follows from the antisymmetry of e. All the diagonal elements
of 1 + e are then unity, and to first order in small quantities, the determinant of the transformation is
always +1, which is the mark of a proper rotation.
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there is no loss of generality in writing e in the form

e =
⎡
⎣ 0 d�3 −d�2
−d�3 0 d�1
d�2 −d�1 0

⎤
⎦ . (4.69)

The three quantities d�1, d�2, d�3 are clearly to be identified with the three
independent parameters specifying the rotation. We will now show that these three
quantities also form the components of a particular kind of vector. By Eq. (4.66)
the change in the components of a vector under the infinitesimal transformation
of the coordinate system can be expressed by the matrix equation

r′ − r ≡ dr′ = er, (4.70)

which in expanded form, with e given by (4.69), becomes

dx1 = x2 d�3 − x3 d�2

dx2 = x3 d�1 − x1 d�3 (4.71)

dx3 = x1 d�2 − x2 d�1.

The right-hand side of each of Eqs. (4.71) is in the form of a component of
the cross product of two vectors, namely, the cross product of r with a vector
d� having components* d�1, d�2, d�3. We can therefore write Eq. (4.71)
equivalently as

dr = r3 d�. (4.72)

The vector r transforms under an orthogonal matrix B according to the relations
(cf. Eq. (4.20))

x ′i = bi j x j . (4.73)

If d� is to be a vector in the same sense as r, it must transform under B in the
same way. As we shall see, d� passes most of this test for a vector, although in
one respect it fails to make the grade. One way of examining the transformation
properties of d� is to find how the matrix e transforms under a coordinate trans-
formation. As was shown in Section 4.3, the transformed matrix e′ is obtained by
a similarity transformation:

e′ = BeB−1.

*It cannot be emphasized too strongly that d� is not the differential of a vector. The combination d�
stands for a differential vector, that is, a vector of differential magnitude. Unfortunately, notational
convention results in having the vector characteristic applied only to �, but it should be clear to the
reader there is no vector of which d� represents a differential. As we have seen, a finite rotation
cannot be represented by a single vector.
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As the antisymmetry property of a matrix is preserved under an orthogonal simi-
larity transformation (see Derivation 3), e′ can also be put in the form of Eq. (4.69)
with nonvanishing elements d�′

i . A detailed study of these elements shows that
e transforms under the similarity transformation such that

d�′
i = |B|bi j d� j . (4.74)

The transformation of d� is thus almost the same as for r, but differs by the factor
|B|, the determinant of the transformation matrix.

There is however a simpler way to uncover the vector characteristics of d�,
and indeed to verify its transformation properties as given by Eq. (4.74). In the
previous section a vector formula was derived for the change in the components
of r under a finite rotation � of the coordinate system. By letting � go to the
limit of an infinitesimal angle d�, the corresponding formula for an infinitesimal
rotation can be obtained. In this limit, cos� in Eq. (4.62) approaches unity, and
sin� goes to �; the resultant expression for the infinitesimal change in r is then

r′ − r ≡ dr = r3 n d�. (4.75)

Comparison with Eq. (4.72) indicates that d� is indeed a vector and is determined
by

d� = n d�. (4.76)

Equation (4.75) can of course be derived directly without recourse to the finite
rotation formula. Considered in its active sense, the infinitesimal coordinate trans-
formation corresponds to a rotation of a vector r clockwise through an angle d�
about the axis of rotation, a situation that is depicted in Fig. 4.11.* The magnitude
of dr, to first order in d� is, from the figure,

dr = r sin θ d�,

and the direction dr is, in this limit, perpendicular to both r and d� = n d�.
Finally, the sense of dr is in the direction a right-hand screw advances as r is
turned into d�. Figure 4.11 thus shows that in magnitude, direction, and sense dr
is the same as that predicted by Eq. (4.75).

The transformation properties of d�, as defined by Eq. (4.76), are still to be
discussed. As is well known from elementary vector algebra, there are two kinds
of vectors in regard to transformation properties under an inversion. Vectors that
transform according to Eq. (4.72) are known as polar vectors. Under a three-
dimensional inversion,

S =
⎡
⎣−1 0 0

0 −1 0
0 0 −1

⎤
⎦

*Figure 4.11 is the clockwise-rotation version of Fig. 2.8.
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FIGURE 4.11 Change in a vector produced by an infinitesimal clockwise rotation of the
vector.

whose components are

Si j = −δi j ,

all components of a polar vector change sign.
On the other hand, the components of axial vectors or pseudovectors do not

change sign under inversion. The simplest example of an axial vector is a cross
product of two polar vectors,

V∗ = D × F,

where the components of the cross product are given, as customary, by the defini-
tions:

V∗
i = D j Fk − Fj Dk, i, j, k in cyclic order. (4.77)

The components of D and F change sign under inversion; hence those of V∗
do not. Many familiar physical quantities are axial vectors, such as the angular
momentum L = r3 p, and the magnetic field intensity. The transformation law
for an axial vector is of the form of Eq. (4.74). For proper orthogonal transforma-
tions, axial and polar vectors are indistinguishable, but for improper transforma-
tions, i.e., involving inversion, the determinant |V∗| is −1, and the two types of
vectors behave differently.

Another way to explain this property is to define a parity operator P. The oper-
ator P performs the inversion x → −x , y → −y, z → −z. Then if S is scalar, V
a polar vector, and V∗ an axial vector,

PS = S
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PV = −V

PV∗ = V∗,

and, obviously,

P(V ?V∗) = −(V ?V∗).

Thus, V ?V∗ is a pseudoscalar S∗ with the property PS∗ = −S∗ and of course
P(SS∗) = −SS∗, P(SV) = −SV, P(SV∗) = SV∗.

On the passive interpretation of the transformation, it is easy to see why polar
vectors behave as they do under inversion. The vector remains unaffected by the
transformation, but the coordinate axes, and therefore the components, change
sign. What then is different for an axial vector? It appears that an axial vector
always carries with it a “handedness” convention, as implied, e.g., by the def-
inition, Eq. (4.77), of a cross product. Under inversion a right-handed coordi-
nate system changes to a left-handed system, and the cyclic order requirement
of Eq. (4.77) implies a similar change from the right-hand screw convention to a
left-hand convention. Hence, even on the passive interpretation, there is an actual
change in the direction of the cross product upon inversion.

It is clear now why d� transforms as an axial vector according to Eq. (4.74).
Algebraically, we see that since both r and dr in Eq. (4.75) are polar vectors, then
n, and therefore d�, must be axial vectors. Geometrically, the inversion of the
coordinates corresponds to the switch from a right-hand screw law to a left-hand
screw to define the sense of n.

The discussion of the cross product provides an opportunity to introduce a
notation that will be most useful on future occasions. The permutation symbol
or Levi–Civita density* εi jk is defined to be zero if any two of the indices i jk
are equal, and otherwise either +1 or −1 according as i jk is an even or odd
permutation of 1, 2, 3. Thus, in terms of the permutation symbol, Eq. (4.77) for
the components of a cross product can be written

V ∗
i = εi jk D j Fk, (4.77′)

where the usual summation convention has been employed.
The descriptions of rotation presented so far in this chapter have been devel-

oped so that we can represent the orientation of a rigid body. Note that the transfor-
mations primarily involve rotation of the coordinate system (cf. Fig. 4.12a). The
corresponding “active” interpretation of rotation of a vector in a fixed coordinate
system therefore implies a rotation in the opposite direction, i.e, in a clockwise
sense. But there are many areas of mechanics, or of physics in general for that
matter, where we are concerned with the effects of rotating the physical system
and associated vectors (cf. Fig. 4.12b). The connection between invariance of the
system under rotation and conservation of angular momentum has already been
pointed out (cf. Section 2.6). In such applications it is necessary to consider the

*Also known interchangeably as the alternating tensor or isotropic tensor of rank 3.
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(a) (b)

FIGURE 4.12 (a) Transformation from the coordinate system (x, y, z) to a new coor-
dinate system (x′, y′, z′). By convention, this transformation is considered positive in the
clockwise sense. We refer to this as a passive transformation. (b) The rotation of a body
through an angle �′. By convention, the rotation is positive in a counterclockwise sense.
Before the rotation, the coordinates of points of the body were given by (x, y, z); after the
rotation, they are given by (x′, y′, z′). This is called an active transformation because the
physical body moves.

consequences of rotation of vectors in the usual counterclockwise sense. For ref-
erence purposes, a number of rotation formulae given above will be listed here,
but for counterclockwise rotation of vectors. All equations and statements from
here to the end of this section apply only for such counterclockwise rotations.

The rotation formula, Eq. (4.62), becomes

r′ = r cos�+ n(n ? r)(1 − cos�)+ (n3 r) sin�, (4.62′)

and the corresponding infinitesimal rotation, Eq. (4.75), appears as

dr′ = d�3 r = (n3 r)d� = −(r × n) d�. (4.75′)

The antisymmetric matrix of the infinitesimal rotation, Eq. (4.69), becomes

e =
⎡
⎣ 0 −d�3 d�2

d�3 0 −d�1
−d�2 d�1 0

⎤
⎦ =

⎡
⎣ 0 −n3 n2

n3 0 −n1
−n2 n1 0

⎤
⎦ d�, (4.69′)

where ni are the components of the unit vector n̂ along the axis of rotation. Letting
dr stand for the infinitesimal change r′ − r, Eq. (4.66) can then take the form of
a matrix differential equation with respect to the rotation angle:

dr
d�

= −Nr, (4.78)

where N is the transpose of the matrix on right in Eq. (4.69′) with elements Ni j =
εi jknk .
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Another useful representation is to write e in Eq. (4.69′) as

e = ni Mi d�

where Mi are the three matrices:

M1 =
⎡
⎣ 0 0 0

0 0 −1
0 1 0

⎤
⎦ , M2 =

⎡
⎣ 0 0 1

0 0 0
−1 0 0

⎤
⎦ , M3 =

⎡
⎣ 0 −1 0

1 0 0
0 0 0

⎤
⎦ .
(4.79)

The matrices Mi are known as the infinitesimal rotation generators and have the
property that their products are

Mi M j − M j Mi ≡
[
Mi ,M j

] = εi jkMk . (4.80)

The difference between the two matrix products, or commutator, is also called the
Lie bracket or Mi , and Eq. (4.80) defines the Lie algebra of the rotation group
parametrized in terms of the rotation angle. To go further into the group theory of
rotation would take us too far afield, but we shall have occasion to refer to these
properties of the rotation operation. (cf. Section 9.5 and Appendix B)

4.9 RATE OF CHANGE OF A VECTOR

The concept of an infinitesimal rotation provides a powerful tool for describing
the motion of a rigid body in time. Let us consider some arbitrary vector or pseu-
dovector G involved in the mechanical problem, such as the position vector of a
point in the body, or the total angular momentum. Usually such a vector will vary
in time as the body moves, but the change will often depend upon the coordinate
system to which the observations are referred. For example, if the vector happens
to be the radius vector from the origin of the body set of axes to a point in the rigid
body, then clearly such a vector appears constant when measured by the body set
of axes. However, to an observer fixed in the space set of axes, the components
of the vector (as measured on the space axes) will vary in time if the body is in
motion.

The change in a time dt of the components of a general vector G as seen by an
observer in the body system of axes will differ from the corresponding change as
seen by an observer in the space system. A relation between the two differential
changes in G can be derived on the basis of physical arguments. We can write that
the only difference between the two is the effect of rotation of the body axes:

(dG)space = (dG)body + (dG)rot.

Now consider a vector fixed in the rigid body. As the body rotates, there is of
course no change in the components of this vector as seen by the body observer,
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i.e., relative to body axes. The only contribution to (dG)space is then the effect of
the rotation of the body. But since the vector is fixed in the body system, it rotates
with it counterclockwise, and the change in the vector as observed in space is that
given by Eq. (4.75′), and hence (dG)rot is given by

(dG)rot = d�3G.

For an arbitrary vector, the change relative to the space axes is the sum of the two
effects:

(dG)space = (dG)body + d�3G. (4.81)

The time rate of change of the vector G as seen by the two observers is then
obtained by dividing the terms in Eq. (4.81) by the differential time element dt
under consideration; (

dG
dt

)
space

=
(

dG
dt

)
body

+v3G. (4.82)

Here v is the instantaneous angular velocity of the body defined by the relation*

v dt = d�. (4.83)

The vector v lies along the axis of the infinitesimal rotation occurring between t
and t + dt , a direction known as the instantaneous axis of rotation. In magnitude,
v measures the instantaneous rate of rotation of the body.

A more formal derivation of the basic Eq. (4.82) can be given in terms of
the orthogonal matrix of transformation between the space and body coordi-
nates. The component of G along the i th space axis is related to the components
along the body axes:

Gi = ãi j G
′
j = a ji G

′
j .

As the body moves in time, the components G ′
j will change as will the elements

ai j of the transformation matrix. Hence, the change in Gi in a differential time
element dt is

dGi = a ji dG ′
j + da ji G

′
j . (4.84)

It is no loss of generality to take the space and body axes as instantaneously
coincident at the time t . Components in the two systems will then be the same
instantaneously, but differentials will not be the same, since the two systems are
moving relative to each other. Thus, G ′

j = G j but a ji dG ′
j = dG ′

i , the prime
emphasizing the differential is measured in the body axis system. The change in
the matrix Ã in the time dt is thus a change from the unit matrix and therefore

*Note that v is not the derivative of any vector.
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corresponds to the matrix e of the infinitesimal rotation. Hence,

da ji = (ẽ)i j = −ei j ,

using the antisymmetry property of e. In terms of the permutation symbol ei jk ,
the elements of e are such that (cf. Eq. (4.69))

−εi j = −εi jkd�k = εik j d�k .

Equation (4.84) can now be written

dGi = dG ′
i + εik j d�k G j .

The last term on the right will be recognized as the expression for the i th com-
ponent of a cross product, so that the final expression for the relation between
differentials in the two systems is

dGi = dG ′
i + (d�3G)i , (4.85)

which is the same as the i th component of Eq. (4.81).
Equation (4.81) is not so much an equation about a particular vector G as it is a

statement of the transformation of the time derivative between the two coordinate
systems. The arbitrary nature of the vector G made use of in the derivation can be
emphasized by writing Eq. (4.82) as an operator equation acting on some given
vector: (

d

dt

)
s
=
(

d

dt

)
r
+v3. (4.86)

Here the subscripts s and r indicate the time derivatives observed in the space
and body (rotating) system of axes, respectively. The resultant vector equation
can then of course be resolved along any desired set of axes, fixed or moving. But
again note that the time rate of change is only relative to the specified coordinate
system. When a time derivative of a vector is with respect to one coordinate sys-
tem, components may be taken along another set of coordinate axes only after the
differentiation has been carried out.

It is often convenient to express the angular velocity vector in terms of the
Euler angles and their time derivatives. The general infinitesimal rotation asso-
ciated with v can be considered as consisting of three successive infinitesimal
rotations with angular velocities ωφ = φ̇, ωθ = θ̇ , ωψ = ψ̇ . In consequence of
the vector property of infinitesimal rotations, the vector v can be obtained as the
sum of the three separate angular velocity vectors. Unfortunately, the directions
vφ , vθ , and vψ are not symmetrically placed: vφ is along the space z axis, vθ
is along the line of nodes, while vψ alone is along the body z′ axis. However,
the orthogonal transformations B, C, D of Section 4.4 may be used to furnish the
components of these vectors along any desired set of axes.
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The body set of axes proves most useful for discussing the equations of motion,
and we shall therefore obtain the components of v for such a coordinate system.
Since vφ is parallel to the space z axis, its components along the body axes are
given by applying the complete orthogonal transformation A = BCD, Eq. (4.46):

(vφ)x ′ = φ̇ sin θ sinψ, (vφ)y′ = φ̇ sin θ cosψ, (vφ)z′ = φ̇ cos θ.

Note that φ̇ has the projection φ̇ sin θ in the x ′, y′ plane, and it is perpendicular to
the line of nodes.

The line of nodes, which is the direction of vθ , coincides with the ξ ′ axis, so
that the components of vθ with respect to the body axes are furnished by applying
only the final orthogonal transformation B, Eq. (4.45):

(vθ )x ′ = θ̇ cosψ, (vθ )y′ = −θ̇ sinψ, (vθ )z′ = 0.

No transformation is necessary for the components of vψ , which lies along the z′
axis (ωψ = ψ̇). Adding these components of the separate angular velocities, the
components of v with respect to the body axes are

ωx ′ = φ̇ sin θ sinψ + θ̇ cosψ,

ωy′ = φ̇ sin θ cosψ − θ̇ sinψ,

ωz′ = φ̇ cos θ + ψ̇. (4.87)

Similar techniques may be used to express the components of v along the space
set of axes in terms of the Euler angles.

4.10 THE CORIOLIS EFFECT

Equation (4.86) is the basic kinematical law upon which the dynamical equations
of motion for a rigid body are founded. But its validity is not restricted solely to
rigid body motion. It may be used whenever we wish to discuss the motion of a
particle, or system of particles, relative to a rotating coordinate system.

A particularly important problem in this latter category is the description of
particle motion relative to coordinate axes rotating with Earth. Recall that in
Section 1.1 an inertial system was defined as one in which Newton’s laws of
motion are valid. For many purposes, a system of coordinates fixed in the rotating
Earth is a sufficient approximation to an inertial system. However, the system of
coordinates in which the local stars are fixed comes still closer to the ideal iner-
tial system. Detailed examination shows there are observable effects arising from
Earth’s rotation relative to this nearly inertial system. Equation (4.86) provides
the needed modifications of the equations of motion relative to the noninertial
system fixed in the rotating Earth.

The initial step is to apply Eq. (4.86) to the radius vector, r, from the origin of
the terrestrial system to the given particle:

vs = vr +v3 r, (4.88)
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where vs and vr are the velocities of the particle relative to the space and rotating
set of axes, respectively, and v is the (constant) angular velocity of Earth relative
to the inertial system. In the second step, Eq. (4.86) is used to obtain the time rate
of change of vs :

(
dvs

dt

)
s
= as =

(
dvs

dt

)
r
+v3 vs

= ar + 2(v3 vr )+v3 (v3 r), (4.89)

where vs has been substituted from Eq. (4.88), and where as and ar are the accel-
erations of the particle in the two systems. Finally, the equation of motion, which
in the inertial system is simply

F = mas,

expands, when expressed in the rotating coordinates, into the equation

F − 2m(v3 vr )− mv3 (v3 r) = mar . (4.90)

To an observer in the rotating system, it therefore appears as if the particle is
moving under the influence of an effective force Feff:

Feff = F − 2m(v3 vr )− mv3 (v3 r). (4.91)

Let us examine the nature of the terms appearing in Eq. (4.91). The last term is
a vector normal to v and pointing outward. Further, its magnitude is mω2r sin θ .
It will therefore be recognized that this term provides the familiar centrifugal
force. When the particle is stationary in the moving system, the centrifugal force
is the only added term in the effective force. However, when the particle is mov-
ing, the middle term known as the Coriolis effect* comes into play. The order
of magnitude of both of these quantities may easily be calculated for a particle
on Earth’s surface. Earth rotates counterclockwise about the north pole with an
angular velocity relative to the fixed stars:

ω =
(

2π

24 × 3600

)(
366.25

365.25

)
= 7.292 × 10−5s−1.

Here the first set of parentheses gives the angular velocity relative to the radius
vector to the Sun. The quantity in the second parentheses, the ratio of the number
of sidereal days in a year to the corresponding number of solar days, is the correc-
tion factor to give the angular velocity relative to the fixed stars. With this value

*The term Coriolis effect is used instead of the older term, Coriolis force, to remind us that this effect
exists because we are using a noninertial frame. In a proper inertial frame, the effect does not exist.
You can always visualize the Coriolis effect by asking what is happening in an inertial frame.
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for ω, and with r equal to Earth’s equatorial radius, the maximum centripetal
acceleration is

ω2r = 3.38 cm/s2,

or about 0.3% of the acceleration of gravity. While small, this acceleration is
by no means negligible. However, the measured effects of gravity represent
the combination of the gravitational field of the mass distribution of Earth and
the effects of centripetal acceleration. It has become customary to speak of the
sum of the two as Earth’s gravity field, as distinguished from its gravitational
field.

The situation is further complicated by the effect of the centripetal acceleration
in flattening the rotating Earth. If Earth were completely fluid, the effect of rota-
tion would be to deform it into the shape of an ellipsoid whose surface would be
an equipotential surface of the combined gravity field. The mean level of Earth’s
seas conforms very closely to this equilibrium ellipsoid (except for local varia-
tions of wind and tide) and defines what is called the geoid.

Except for effects of local perturbations, the force of gravity will be perpen-
dicular to the equipotential surface of the geoid. Accordingly, the local vertical is
defined as the direction perpendicular to the geoid at the given point on the sur-
face. For phenomena that occur in the vicinity of a particular spot on Earth, the
centripetal acceleration terms in Eq. (4.91) can be considered as swallowed up in
the gravitational acceleration g, which will be oriented in the local vertical direc-
tion. The magnitude of g of course varies with the latitude on Earth. The effects
of centripetal acceleration and the flattening of Earth combine to make g about
0.53% less at the equator than at the poles.

Incidentally, the centrifugal force on a particle arising from Earth’s revolu-
tion around the Sun is appreciable compared to gravity, but it is almost exactly
balanced by the gravitational attraction to the Sun. If we analyze the motion of
the Sun–Earth system from a frame rotating with Earth, it is of course just the
balance between the centrifugal effect and the gravitational attraction that keeps
the Earth (and all that are on it) and Sun separated. An analysis in a Newtonian
inertial frame gives a different picture. As was described in Section 3.3, the
angular momentum contributes to the effective potential energy to keep the Earth
in orbit.

The Coriolis effect on a moving particle is perpendicular to both v and v.*
In the northern hemisphere, where v points out of the ground, the Coriolis effect
2m(v3v) tends to deflect a projective shot along Earth’s surface, to the right of
its direction of travel (cf. Fig. 4.13). The Coriolis deflection reverses direction in
the southern hemisphere and is zero at the equator, where v is horizontal. The
magnitude of the Coriolis acceleration is always less than

2ωv 	 1.5 × 10−4v,

*From here on, the subscript r will be dropped from v as all velocities will be taken with respect to
the rotating coordinate axes only.
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FIGURE 4.13 Direction of Coriolis deflection in the northern hemisphere.

which for a velocity of 105 cm/s (roughly 2000 mi/h) is 15 cm/s2, or about
0.015g. Normally, such an acceleration is extremely small, but there are instances
when it becomes important. To take an artificial illustration, suppose a projec-
tile were fired horizontally at the north pole. The Coriolis acceleration would
then have the magnitude 2ωv, so that the linear deflection after a time t is ωvt2.
The angular deflection would be the linear deflection divided by the distance
of travel:

θ = ωvt2

vt
= ωt, (4.92)

which is the angle Earth rotates in the time t . Physically, this result means
that a projectile shot off at the north pole has no initial rotational motion and
hence its trajectory in the inertial space is a straight line, the apparent deflec-
tion being due to Earth rotating beneath it. Some idea of the magnitude of the
effect can be obtained by substituting a time of flight of 100 s—not unusual for
large projectiles—in Eq. (4.92). The angular deflection is then of the order of
7 × 10−3 radians, about 0.4◦, which is not inconsiderable. Clearly the effect is
even more important for long-range missiles, which have a much longer time
of flight.

The Coriolis effect also plays a significant role in many oceanographic and
meteorological phenomena involving displacements of masses of matter over long
distances, such as the circulation pattern of the trade winds and the course of
the Gulf stream. A full description of these phenomena requires the solution of
complex hydrodynamic problems in which the Coriolis acceleration is only one
among many terms involved. It is possible however to give some indication of
the contribution of Coriolis effects by considering a highly simplified picture
of one particular meteorological problem—the large-scale horizontal wind cir-
culation. Masses of air tend to move, other things being equal, from regions of
high pressure to regions of low pressure—the so-called pressure-gradient flow. In
the vertical direction the pressure gradient is roughly balanced by gravitational
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FIGURE 4.14 Deflection of wind from the direction of the pressure gradient by the
Coriolis effect (shown for the northern hemisphere).

forces so that it is only in the horizontal plane that there are persistent long-range
motions of air masses—which we perceive as winds. The pressure gradient forces
are quite modest, and comparable in magnitude to the Coriolis effects acting on
air masses moving at usual speeds. In the absence of Coriolis effects, the wind
directions would ideally be perpendicular to the isobars, as shown in Fig. 4.14.
However, the Coriolis effects deflect the wind to the right of this direction in the
sense indicated in the figure. The deflection to the right continues until the wind
vector is parallel to the isobars and the Coriolis effect is in the opposite direction
to, and ideally just balances, the pressure-gradient force. The wind then continues
parallel to the isobars, circulating in the northern hemisphere in a counterclock-
wise direction about a center of low pressure. In the southern hemisphere, the
Coriolis effect acts in the opposite direction, and the cyclonic direction (i.e., the
flow around a low-pressure center) is clockwise. (Such a wind flow, deflected par-
allel to the isobars, is known as a geostrophic wind.) In this simplified picture,
the effect of friction has been neglected. At atmospheric altitudes below several
kilometers, the friction effects of eddy viscosity become important, and the equi-
librium wind direction never becomes quite parallel to the isobars, as indicated
in Fig. 4.15.

Another classical instance where Coriolis effect produces a measurable effect
is in the deflection from the vertical of a freely falling particle. Since the parti-
cle velocity is almost vertical and v lies in the north–south vertical plane, the

FIGURE 4.15 Cyclone pattern in the northern hemisphere.



“M04 Goldstein ISBN C04” — 2011/2/15 — page 179 — #46

4.10 The Coriolis Effect 179

deflecting force 2m(v3v) is in the east–west direction. Thus, in the northern
hemisphere, a body falling freely will be deflected to the East. Calculation of the
deflection is greatly simplified by choosing the z axis of the terrestrial coordinate
system to be along the direction of the upward vertical as previously defined. If
the y axis is taken as pointing North, and the frictional effect of the atmosphere is
neglected, then the equation of motion in the x (East) direction is

m
d2x

dt2
= −2m(v3 v)x

= −2mωvz sin θ, (4.93)

where θ is the co-latitude. The effect of the Coriolis effect on vz would constitute
a small correction to the deflection, which itself is very small. Hence, the vertical
velocity appearing in (4.93) may be computed as if Coriolis effects were absent.

vz = −gt.

The integral of this is

t =
√

2z

g
.

With these values, Eq. (4.93) may be easily integrated to give the deflection* as

x = ωg

3
t3 sin θ

or

x = ω

3

√
(2z)3

g
sin θ.

An order of magnitude of the deflection can be obtained by assuming θ = π/2
(corresponding to the equator) and z = 100 m. The deflection is then, roughly,

x 	 2.2 cm.

The actual experiment is difficult to perform, as the small deflection may often be
masked by the effects of wind currents, viscosity, or other disturbing influences.†

More easily observable is the well-known experiment of the Foucault pendu-
lum. If a pendulum is set swinging at the north pole in a given plane in space,
then its linear momentum perpendicular to the plane is zero, and it will continue
to swing in this invariable plane while Earth rotates beneath it. To an observer
on Earth, the plane of oscillation appears to rotate once a day. At other latitudes
the result is more complicated, but the phenomenon is qualitatively the same and
detailed calculation will be left as an exercise.

*Again, we neglect the frictional effects of the atmosphere.
†It is easy to show, using Eq. (4.93), that a particle projected upward will fall back to the ground
westward of the original launching spot.
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Effects due to the Coriolis terms also appear in atomic physics. Thus, two types
of motion may occur simultaneously in polyatomic molecules: The molecule
rotates as a rigid whole, and the atoms vibrate about their equilibrium positions.
As a result of the vibrations, the atoms are in motion relative to the rotating
coordinate system of the molecule. The Coriolis term will then be different
from zero and will cause the atoms to move in a direction perpendicular to the
original oscillations. Perturbations in molecular spectra due to Coriolis effects
thus appear as interactions between the rotational and vibrational motions of
the molecule.

DERIVATIONS

1. Prove that matrix multiplication is associative. Show that the product of two orthogo-
nal matrices is also orthogonal.

2. Prove the following properties of the transposed and adjoint matrices:

ÃB = B̃Ã,

(AB)† = B†A†.

3. Show that the trace of a matrix is invariant under any similarity transformation. Show
also that the antisymmetry property of a matrix is preserved under an orthogonal sim-
ilarity transformation.

4. (a) By examining the eigenvalues of an antisymmetric 3× 3 real matrix A, show that
1 ± A is nonsingular.

(b) Show then that under the same conditions the matrix

B = (1 + A)(1 − A)−1

is orthogonal.

5. Obtain the matrix elements of the general rotation matrix in terms of the Euler
angles, Eq. (4.46), by performing the multiplications of the successive component
rotation matrices. Verify directly that the matrix elements obey the orthogonality
conditions.

6. The body set of axes can be related to the space set in terms of Euler’s angles by the
following set of rotations:

(a) Rotation about the x axis by an angle θ .

(b) Rotation about the z′ axis by an angle ψ .

(c) Rotation about the old z axis by an angle φ.

Show that this sequence leads to the same elements of the matrix of transformation as
the sequence of rotations given in the book. [Hint: It is not necessary to carry out the
explicit multiplication of the rotation matrices.]

7. If A is the matrix of a rotation through 180◦ about any axis, show that if

P± = 1
2 (1 ± A),
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then P2± = P±. Obtain the elements of P± in any suitable system, and find a geometric
interpretation of the operation P+ and P− on any vector F.

8. (a) Show that the rotation matrix in the form of Eq. (4.47′) cannot be put in the form
of the matrix of the inversion transformation S.

(b) Verify by direct multiplication that the matrix in Eq. (4.47′) is orthogonal.

9. Show that any rotation can be represented by successive reflection in two planes, both
passing through the axis of rotation with the planar angle �/2 between them.

10. If B is a square matrix and A is the exponential of B, defined by the infinite series
expansion of the exponential,

A ≡ eB = 1 + B + 1

2
B2 + · · · + Bn

n
+ · · · ,

then prove the following properties:

(a) eBeC = eB+C, providing B and C commute.
(b) A−1 = e−B

(c) eCBC−1 = CAC−1

(d) A is orthogonal if B is antisymmetric.

11. Verify the relation

| − B| = (−1)n |B|
for the determinant of an n × n matrix B.

12. In a set of axes where the z axis is the axis of rotation of a finite rotation, the rotation
matrix is given by Eq. (4.43) with φ replaced by the angle of finite rotation �. Derive
the rotation formula, Eq. (4.62), by transforming to an arbitrary coordinate system,
expressing the orthogonal matrix of transformation in terms of the direction cosines
of the axis of the finite rotation.

13. (a) Suppose two successive coordinate rotations through angles �1 and �2 are car-
ried out, equivalent to a single rotation through an angle�. Show that�1,�2, and
� can be considered as the sides of a spherical triangle with the angle opposite to
� given by the angle between the two axes of rotation.

(b) Show that a rotation about any given axis can be obtained as the product of two
successive rotations, each through 180◦.

14. (a) Verify that the permutation symbol satisfies the following identity in terms of
Kronecker delta symbols:

εi j pεrmp = δir δ jm − δimδ jr .

(b) Show that

εi j pεi jk = 2δpk .

15. Show that the components of the angular velocity along the space set of axes are given
in terms of the Euler angles by

ωx = θ̇ cosφ + ψ̇ sin θ sinφ,

ωy = θ̇ sinφ − ψ̇ sin θ cosφ,

ωz = ψ̇ cos θ + φ̇.
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16. Show that the Euler parameter e0 has the equation of motion

−2ė0 = e1ωx ′ + e2ωy′ + e3ωz′ ,

where the prime denotes the body set of axes. Find the corresponding equations for the
other three Euler parameters and for the complex Cayley–Klein parameters α and β.

17. Verify directly that the matrix generators of infinitesimal rotation, Mi , as given by
Eq. (4.79) obey the commutation relations

[Mi ,M j ] = εi jkMk .

18. (a) Find the vector equation describing the reflection of r in a plane whose unit
normal is n.

(b) Show that if li , i = 1, 2, 3, are the direction cosines of n, then the matrix of
transformation has the elements

Ai j = δi j − 2li l j ,

and verify that A is an improper orthogonal matrix.

19. Figures 4.9 and 4.10 show that the order of finite rotations leads to different results.
Use the notation that A(α, 1n) where A is a rotation in the direction of 1n through an
angle α. Let n1 and n2 be two orthogonal directions.

(a) If x is the position vector of a point on a rigid body, which is then rotated by an
angle θ around the origin, show that the new value of x is

x′ = (1n ? x)1n + [x − 1n(1n ? x)] cos θ − 1n × x sin θ.

From this, obtain the formula for A(π/2, 1n) and derive the two rotations in the
figures.

(b) Discuss these two rotations. [Hint: The answer will involve a rotation by the angle
2
3π in a direction (1/

√
3)(1, 1, 1).]

20. Express the “rolling” constraint of a sphere on a plane surface in terms of the Euler
angles. Show that the conditions are nonintegrable and that the constraint is therefore
nonholonomic.

EXERCISES

21. A particle is thrown up vertically with initial speed v0, reaches a maximum height
and falls back to ground. Show that the Coriolis deflection when it again reaches the
ground is opposite in direction, and four times greater in magnitude, than the Coriolis
deflection when it is dropped at rest from the same maximum height.

22. A projectile is fired horizontally along Earth’s surface. Show that to a first approxima-
tion the angular deviation from the direction of fire resulting from the Coriolis effect
varies linearly with time at a rate

ω cos θ,

where ω is the angular frequency of Earth’s rotation and θ is the co-latitude, the
direction of deviation being to the right in the northern hemisphere.
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23. The Foucault pendulum experiment consists in setting a long pendulum in motion at
a point on the surface of the rotating Earth with its momentum originally in the ver-
tical plane containing the pendulum bob and the point of suspension. Show that the
pendulum’s subsequent motion may be described by saying that the plane of oscilla-
tion rotates uniformly 2π cos θ radians per day, where θ is the co-latitude. What is the
direction of rotation? The approximation of small oscillations may be used, if desired.

24. A wagon wheel with spokes is mounted on a vertical axis so it is free to rotate in the
horizontal plane. The wheel is rotating with an angular speed of ω = 3.0 radian/s. A
bug crawls out on one of the spokes of the wheel with a velocity of 0.5 cm/s holding
on to the spoke with a coefficient of friction μ = 0.30. How far can the bug crawl
along the spoke before it starts to slip?

25. A carousel (counter-clockwise merry-go-round) starts from rest and accelerates at a
constant angular accleration of 0.02 revolutions/s2. A girl sitting on a bench on the
platform 7.0 m from the center is holding a 3.0 kg ball. Calculate the magnitude and
direction of the force she must exert to hold the ball 6.0 s after the carousel starts to
move. Give the direction with respect to the line from the center of rotation to the girl.
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5 The Rigid Body Equations
of Motion

Chapter 4 presents all the kinematical tools needed in the discussion of rigid body
motion. In the Euler angles we have a set of three coordinates, defined rather
unsymmetrically it is true, yet suitable for use as the generalized coordinates
describing the orientation of the rigid body. In addition, the method of orthog-
onal transformations, and the associated matrix algebra, furnish a powerful and
elegant technique for investigating the characteristics of rigid body motion. We
have already had one application of the technique in deriving Eq. (4.86), the rela-
tion between the states of change of a vector as viewed in the space system and in
the body system. These tools will now be applied to obtain the Euler dynamical
equations of motion of the rigid body in their most convenient form. With the help
of the equations of motion, some simple but highly important problems of rigid
body motion can be discussed.

5.1 ANGULAR MOMENTUM AND KINETIC ENERGY
OF MOTION ABOUT A POINT

Chasles’ theorem states that any general displacement of a rigid body can be rep-
resented by a translation plus a rotation. The theorem suggests that it ought to
be possible to split the problem of rigid body motion into two separate phases,
one concerned solely with the translational motion of the body, the other, with
its rotational motion. Of course, if one point of the body is fixed, the separa-
tion is obvious, for then there is only a rotational motion about the fixed point,
without any translation. But even for a general type of motion such a separa-
tion is often possible. The six coordinates needed to describe the motion have
already been formed into two sets in accordance with such a division: the three
Cartesian coordinates of a point fixed in the rigid body to describe the transla-
tional motion and, say, the three Euler angles for the motion about the point.
If, further, the origin of the body system is chosen to be the center of mass,
then by Eq. (1.28) the total angular momentum divides naturally into contribu-
tions from the translation of the center of mass and from the rotation about the
center of mass. The former term will involve only the Cartesian coordinates of
the center of mass, the latter only the angle coordinates. By Eq. (1.31), a sim-
ilar division holds for the total kinetic energy T , which can be written in the
form

T = 1
2 Mv2 + T ′(φ, θ, ψ),

184
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as the sum of the kinetic energy of the entire body as if concentrated at the center
of mass, plus the kinetic energy of motion about the center of mass.

Often the potential energy can be similarly divided, each term involving only
one of the coordinate sets, either the translational or rotational. Thus, the poten-
tial energy in a uniform gravitational field will depend only upon the Cartesian
vertical coordinate of the center of gravity.* Or if the force on a body is due to
a uniform magnetic field, B, acting on its magnetic dipole moment, M, then the
potential is proportional to M ?B, which involves only the orientation of the body.
Certainly, almost all problems soluble in practice will allow for such a separation.
In such a case, the entire mechanical problem does indeed split into two. The
Lagrangian, L = T − V , divides into two parts, one involving only the trans-
lational coordinates, the other only the angle coordinates. These two groups of
coordinates will then be completely separated, and the translational and rotational
problems can be solved independently of each other.

It is of obvious importance therefore to obtain expressions for the angular
momentum and kinetic energy of the motion about some point fixed in the body.
To do so, we will make abundant use of Eq. (4.86) linking derivatives relative to
a coordinate system fixed at some point in the rigid body. It is intuitively obvi-
ous that the rotation angle of a rigid body displacement, as also the instantaneous
angular velocity vector, is independent of the choice of origin of the body system
of axes. The essence of the rigid body constraint is that all particles of the body
move and rotate together. However, a formal proof is easily constructed.

Let R1 and R2 be the position vectors, relative to a fixed set of coordinates, of
the origins of two sets of body coordinates (cf. Fig. 5.1). The difference vector is
denoted by R:

R2 = R1 + R.

FIGURE 5.1 Vectorial relation between sets of rigid body coordinates with different
origins.

*The center of gravity of course coincides with the center of mass in a uniform gravitational field.
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If the origin of the second set of axes is considered as a point defined relative to
the first, then the time derivative of R2 relative to the space axes is given by

(
dR2

dt

)
s
=
(

dR1

dt

)
s
+
(

dR
dt

)
s
=
(

dR1

dt

)
s
+v1 3R.

The last step follows from Eq. (4.86), recalling that the derivatives of R rel-
ative to any rigid body axes must vanish, and with v1 as being the angular
velocity vector appropriate to the first coordinate system. Alternatively, the
origin of the first coordinate system can be considered as fixed in the second
system with the position vector −R. In the same manner, then, the derivative
of the position vector R1 to this origin relative to the fixed-space axes can be
written as

(
dR1

dt

)
s
=
(

dR2

dt

)
s
−
(

dR
dt

)
s
=
(

dR2

dt

)
s
−v2 3R.

A comparison of these two expressions shows (v1 − v2)3R = 0. Any differ-
ence in the angular velocity vectors at two arbitrary points must lie along the line
joining the two points. Assuming the v vector field is continuous, the only possi-
ble solution for all pairs of points is that the two angular velocity vectors must be
equal:

v1 = v2.*

The angular velocity vector is the same for all coordinate systems fixed in the
rigid body.

When a rigid body moves with one point stationary, the total angular momen-
tum about that point is

L = mi (ri 3 vi ), (5.1)

(employing the summation convention) where ri and vi are the radius vector and
velocity, respectively, of the i th particle relative to the given point. Since ri is a
fixed vector relative to the body, the velocity vi with respect to the space set of
axes arises solely from the rotational motion of the rigid body about the fixed
point. From Eq. (4.86), vi is then

vi = v3 ri . (5.2)

Hence, Eq. (5.1) can be written as

L = mi [ri 3 (v3 ri )] ,

*See also N. A. Lemos, Am. Jr. Phys., 68(7) 2000, pp. 668–669.
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or, expanding the triple cross product,

L = mi

[
vr2

i − ri (ri ?v)
]
. (5.3)

Again expanding, the x-component of the angular momentum becomes

Lx = ωx mi (r
2
i − x2

i )− ωymi xi yi − ωzmi xi zi , (5.4)

with similar equations for the other components of L. Thus, each component of
the angular momentum is a linear function of all the components of the angular
velocity. The angular momentum vector is related to the angular velocity by a
linear transformation. To emphasize the similarity of (5.4) with the equations of
a linear transformation, (4.12), we may write Lx as

Lx = Ixxωx + Ixyωy + Ixzωz .

Analogously, for L y and Lz we have

L y = Iyxωx + Iyyωy + Iyzωz, (5.5)

Lz = Izxωx + Izyωy + Izzωz .

The nine coefficients Ixx , Ixy , etc., are the nine elements of the transformation
matrix. The diagonal elements are known as moment of inertia coefficients, and
have the following form

Ixx = mi (r
2
i − x2

i ), (5.6)

while the off-diagonal elements are designated as products of inertia, a typical
one being

Ixy = −mi xi yi . (5.7)

In Eqs. (5.6) and (5.7), the matrix elements appear in the form suitable if the
rigid body is composed of discrete particles. For continuous bodies the summa-
tion is replaced by a volume integration, with the particle mass becoming a mass
density. Thus, the diagonal element Ixx appears as

Ixx =
∫

V
ρ(r)(r2 − x2) dV . (5.6′)

With a slight change in notation, an expression for all matrix elements can be
stated for continuous bodies. If the coordinate axes are denoted by x j , j = 1, 2, 3,
then the matrix element I jk can be written

I jk =
∫

V
ρ(r)(r2δ jk − x j xk) dV . (5.8)
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Thus far, the coordinate system used in resolving the components of L has
not been specified. From now on, we will take it to be a system fixed in the
body.* The various distances xi , yi , zi are then constant in time, so that the matrix
elements are likewise constants, peculiar to the body involved, and dependent on
the origin and orientation of the particular body set of axes in which they are
expressed.

Equations (5.5) relating the components of L and v can be summarized by a
single operator equation,

L = Iv, (5.9)

where the symbol I stands for the operator whose matrix elements are the
inertia coefficients appearing in (5.5), and v and L are column matrices. Of
the two interpretations that have been given to the operator of a linear trans-
formation (cf. Section 4.2), it is clear that here I must be thought of as acting
upon the vector v, and not upon the coordinate system. The vectors L and v
are two physically different vectors, having different dimensions, and are not
merely the same vector expressed in two different coordinate systems. Unlike
the operator of rotation, I will have dimensions—mass times length squared—
and it is not restricted by any orthogonality conditions. Equation (5.9) is to be
read as the operator I acting upon the vector v results in the physically new
vector L.

While full use will be made of the matrix algebra techniques developed in
the discussion of the rotation operator, more attention must be paid here to the
nature and physical character of the operator per se. However, a certain amount
of preliminary mathematical formalism needs first to be discussed. Those already
familiar with tensors can proceed immediately to Section 5.3.

5.2 TENSORS

The quantity I may be considered as defining the quotient of L and v for the
product of I and v gives L. Now, the quotient of two quantities is often not
a member of the same class as the dividing factors, but may belong to a more
complicated class. Thus, the quotient of two integers is in general not an inte-
ger but rather a rational number. Similarly, the quotient of two vectors, as is well
known, cannot be defined consistently within the class of vectors. It is not sur-
prising, therefore to find that I is a new type of quantity, a tensor of the second
rank.

In a Cartesian three-dimensional space, a tensor T of the N th rank may be
defined for our purposes as a quantity having 3N components Ti jk... (with N
indices) that transform under an orthogonal transformation of coordinates, A,

*In Chapter 4, such a system was denoted by primes. As components along spatial axes are rarely
used here, this convention will be dropped from now on to simplify the notation. Unless other-
wise specified, all coordinates used for the rest of the chapter refer to systems fixed in the rigid
body.
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according to the following scheme:*

T ′
i jk...(x

′) = aila jmakn . . . Tlmn...(x). (5.10)

By this definition, a tensor of the zero rank has one component, which is invariant
under an orthogonal transformation. Hence, a scalar is a tensor of zero rank.
A tensor of the first rank has three components transforming as

T ′
i = ai j Tj .

Comparison with the transformation equations for a vector, (4.12′), shows that
a tensor of the first rank is completely equivalent to a vector.† Finally, the nine
components of a tensor of the second rank transform as

T ′
i j = aika jl Tkl . (5.11)

Rigorously speaking, we must distinguish between a second-rank tensor T and
the square matrix formed from its components. A tensor is defined only in terms of
its transformation properties under orthogonal coordinate transformations. On the
other hand, a matrix is in no way restricted in the types of transformations it may
undergo and indeed may be considered entirely independently of its properties
under some particular class of transformations. Nevertheless, the distinction must
not be stressed unduly. Within the restricted domain of orthogonal transforma-
tions, there is a practical identity. The tensor components and the matrix elements
are manipulated in the same fashion; for every tensor equation there will be a
corresponding matrix equation, and vice versa. By Eq. (4.41), the components of
a square matrix T transform under a linear change of coordinates defined by the
matrix A according to a similarity transformation:

T′ = ATA−1.

For an orthogonal transformation, we therefore have

T′ = ATÃ (5.12)

*In a Cartesian space (that is, with orthogonal straight-line axes) there is no distinction between “co-
variant” and “contravariant” indices, and the terminology will not be needed. Indeed, strictly speaking
the tensors defined here should be denoted as “Cartesian tensors.” As this is the only type of tensor
that will be used in this book (except in Chapters 7 and 13), the adjective will be omitted in subsequent
discussions.
†A pseudotensor in three dimensions transforms as a tensor except under inversion. In general, the
transformation equation for a pseudotensor T∗ of the N th rank is (cf. Eq. (4.74))

T ∗′
i jk... = |A|ail a jmakn . . . T

∗
lmn...,

and the parity operation P gives

PT∗ = (−1)N+1T∗

As rigid body motion involves only proper rotations, no further use will be made here of the general
pseudotensor.
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or

T ′
i j = aik Tkla jl . (5.13)

Comparison with Eq. (5.11) thus shows that the matrix components transform
identically, under an orthogonal transformation, with the components of a ten-
sor of the second rank. All the terminology and operations of matrix algebra,
such as “transpose” and “antisymmetrical” can be applied to tensors without
change. The equivalence between the tensor and the matrix is not restricted to
tensors of the second rank. For example, we already know that the components
of a vector, which is a tensor of the first rank, form a column or row matrix
and vector manipulation may be treated completely in terms of these associated
matrices.

Two vectors can be used to construct a second-rank tensor, T. Let A and B be
vectors with components Ai and Bi and construct the tensor T, by

Ti j = Ai B j . (5.14)

For example, if A and B are two-dimensional vectors,*

T =
(

Txx Txy

Tyx Tyy

)
=
(

Ax Bx Ax By

Ay Bx Ay By

)
.

Since each individual vector transforms as a vector under a Cartesian trans-
formation, each component of T will transform as required by Eq. (5.10). For
example,

T′
xy =

3∑
i=1

3∑
j=1

axi ay j Ti j = axi ay j Ai B j = axi Ai ayj B j = A′
x B ′

y,

so T is a tensor.
The types of operations performed with vectors can be combined with tensors

in an obvious way. There is a unit tensor, 1, whose components are

1i j = δi j (5.15)

where δi j is the delta function (also called the Kronecker delta), δi j = 1 if i = j ,
and zero otherwise. The dot product on the right of a tensor T with a vector C is
defined as the vector D by

D = T ?C where Di =
3∑

j=1

Ti j C j = Ti j C j ,

*To distinguish between matrices which are transformations and tensors which are physical quantities
we use [ ] for matrices and ( ) for tensors.
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and the dot product on the left with a vector F is defined as the vector E by

E = F ? T where Ei =
3∑

j=1

Fj Tji = Fj Tji .

A scalar S can be constructed by a double dot product

S = F ? T ?C where S =
3∑

i=1

3∑
j=1

Fi Ti j C j = Fi Ti j C j .

These processes are termed contraction. If the tensor T is constructed of two
vectors A and B as in Eq. (5.14), then

T ?C = A(B ?C) = (B ?C)A, and F ? T = (F ?A)B = (A ?F)B.

5.3 THE INERTIA TENSOR AND THE MOMENT OF INERTIA

Considered as a linear operator that transforms v into L, the matrix I has elements
that behave as the elements of a second-rank tensor. The quantity I is therefore
identified as a second-rank tensor and is usually called the moment of inertia
tensor or briefly the inertia tensor.

The kinetic energy of motion about a point is

T = 1
2 miv

2
i ,

where vi is the velocity of the i th particle relative to the fixed point as measured
in the space axes. By Eq. (5.2), T may also be written as

T = 1
2 mi vi ? (v3 ri ),

which, upon permuting the vectors in the triple dot product, becomes

T = v
2
?mi (ri 3 vi ).

The quantity summed over i will be recognized as the angular momentum of the
body about the origin, and in consequence the kinetic energy can be written in
the form

T = v?L
2

= v? I ?v
2

. (5.16)

Let n be a unit vector in the direction of v so that v = ωn. Then an alternative
form for the kinetic energy is

T = ω2

2
n ? I ?n = 1

2
Iω2, (5.17)
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where I is a scalar, defined by

I = n ? I ?n = mi

[
r2

i − (ri ?n)2
]
, (5.18)

and known as the moment of inertia about the axis of rotation.
In the usual elementary discussions, the moment of inertia about an axis is

defined as the sum, over the particles of the body, of the product of the particle
mass and the square of the perpendicular distance from the axis. It must be shown
that this definition is in accord with the expression given in Eq. (5.18). The per-
pendicular distance is equal to the magnitude of the vector ri 3n (cf. Fig. 5.2).
Therefore, the customary definition of I may be written as

I = mi (ri 3n) ? (ri 3 n). (5.19)

Multiplying and dividing by ω2, this definition of I may also be written as

I = mi

ω2
(v3 ri ) ? (v3 ri ).

But each vector in the dot product is exactly the relative velocity vi as measured
in the space system of axes. Hence, I so defined is related to the kinetic energy
by

I = 2T

ω2
,

which is the same as Eq. (5.17), and therefore I must be identical with the scalar
defined by Eq. (5.19).

The value of the moment of inertia depends upon the direction of the axis of
rotation. As v usually changes its direction with respect to the body in the course
of time, the moment of inertia must also be considered a function of time. When
the body is constrained so as to rotate only about a fixed axis, then the moment
of inertia is a constant. In such a case, the kinetic energy (5.16) is almost in the

FIGURE 5.2 The definition of the moment of inertia.
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FIGURE 5.3 The vectors involved in the relation between moments of inertia about
parallel axes.

form required to fashion the Lagrangian and the equations of motion. The one
further step needed is to express ω as the time derivative of some angle, which
can usually be done without difficulty.

Along with the inertia tensor, the moment of inertia also depends upon the
choice of origin of the body set of axes. However, the moment of inertia about
some given axis is related simply to the moment about a parallel axis through the
center of mass. Let the vector from the given origin O to the center of mass be
R, and let the radii vectors from O and the center of mass to the i th particle be
ri and r′i , respectively. The three vectors so defined are connected by the relation
(cf. Fig. 5.3)

ri = R + r′i . (5.20)

The moment of inertia about the axis a is therefore

Ia = mi (ri 3n)2 = mi [(r′i + R)3 n]2

or

Ia = M(R3n)2 + mi (r′i 3 n)2 + 2mi (R3 n) · (r′i 3n),

where M is the total mass of the body. The last term in this expression can be
rearranged as

−2(R3 n) ? (n3mi r′i ).

By the definition of center of mass, the summation mi r′i vanishes. Hence, Ia can
be expressed in terms of the moment about the parallel axis b as

Ia = Ib + M(R3 n)2 (5.21)

= Ib + M R2 sin2 θ.
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The magnitude of R×n, which has the value R sin θ , where θ is the angle between
R and n, is the perpendicular distance of the center of mass from the axis passing
through O . Consequently, the moment of inertia about a given axis is equal to the
moment of inertia about a parallel axis through the center of mass plus the moment
of inertia of the body, as if concentrated at the center of mass, with respect to the
original axis.

The inertia tensor is defined in general from the kinetic energy of rotation about
an axis, and is written as

Trotation = 1
2 mi (v3 ri )

2 = 1
2ωαωβmi (δαβr2

i − riαriβ),

where Greek letters indicate the components of v and ri . In an inertial frame, the
sum is over the particles in the body, and riα is the αth component of the position
of the i th particle. Because Trotation is a bilinear form in the components of v, it
can be written as

Trotation = 1
2 Iαβωαωβ,

where

Iαβ = mi (δαβr2
i − riαriβ) (5.22)

is the moment of inertia tensor. To get the moment of inertia about an axis through
the center of mass, choose the rotation about this axis. For a body with a contin-
uous distribution of density ρ(r), the sums in the components of the moment of
inertia tensor in Eq. (5.22) reduce to

Iαβ =
∫

V
ρ(r)(δαβr2 − rαrβ) dV . (5.23)

As an example, let us consider a homogeneous cube of density ρ, mass M ,
and side a. Choose the origin to be at one corner and the three edges adjacent
to that corner to lie on the +x , +y, and +z axes. If we define b = Ma2, then
straightforward integration of Eq. (5.23) gives

I =

⎛
⎜⎝

2
3 b − 1

4 b − 1
4 b

− 1
4 b 2

3 b − 1
4 b

− 1
4 b − 1

4 b 2
3 b

⎞
⎟⎠ .

Thus, both the moment of inertia and the inertia tensor possess a type of revolu-
tion, relative to the center of mass, very similar to that found for the linear and
angular momentum and the kinetic energy in Section (1.2).

5.4 THE EIGENVALUES OF THE INERTIA TENSOR
AND THE PRINCIPAL AXIS TRANSFORMATION

The preceding discussion emphasizes the important role the inertia tensor plays in
the discussion of the motion of rigid bodies. An examination, at this point, of the
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properties of this tensor and its associated matrix will therefore prove of consid-
erable interest. From the defining equation, (5.7), it is seen that the components
of the tensor are symmetrical; that is

Ixy = Iyx . (5.24)

This means that, while the inertia tensor will in general have nine components,
only six of them will be independent—the three along the diagonal plus three of
the off-diagonal elements.

The inertia coefficients depend both upon the location of the origin of the
body set of axes and upon the orientation of these axes with respect to the body.
This symmetry suggests that there exists a set of coordinates in which the ten-
sor is diagonal with the three principal values I1, I2, and I3. In this system,
the components of L would involve only the corresponding component of v,
thus*

L1 = I1ω1, L2 = I2ω2, L3 = I3ω3. (5.25)

A similar simplification would also occur in the form of the kinetic energy:

T = v? I ?v
2

= 1

2
I1ω

2
1 +

1

2
I2ω

2
2 + 1

2
I3ω

2
3. (5.26)

We can show that it is always possible to find such axes, and the proof is based
essentially on the symmetric nature of the inertia tensor.

There are several ways to understand vectors and tensors. For example, a vector
is a quantity defined by its transformation properties. In any set of coordinates, a
vector is specified by its three components, e.g.,

V = Vx i + Vyj + Vzk, (5.27)

or by its magnitude and direction. In any frame, the magnitude is given by√
V 2

x + V 2
y + V 2

z , and the direction is given by the polar angles θ and φ. An

alternative is to use the first two Euler angles to specify a new z axis chosen such
that the vector’s direction is along that axis. Since the vector lies along that z axis,
the third Euler angle is not needed.

An approach similar to this latter method can be used for the symmetric
moment of inertia tensor. Consider the moment of inertia of a body about an
axis passing through the center of mass of the body. A similarity transformation
performed by a rotation matrix R can be chosen such that

ID = RIR̃. (5.28)

*With an eye to future applications, components relative to these axes will be denoted by subscripts
1, 2, 3.
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This rotation can be expressed in terms of the Euler angles φ, θ , and ψ as shown
in Eqs. (4.46) and (4.47). A proper choice of these angles will transform I into its
diagonal form

ID =
⎛
⎝I1 0 0

0 I2 0
0 0 I3

⎞
⎠ (5.29)

where I1, I2, and I3, which are the eigenvalues of I, are referred to as the com-
ponents of the principal moment of inertia tensor. The directions of x ′, y′, and
z′ defined by the rotation matrix in Eq. (5.28) are called the principal axes, or
eigenvectors of the inertia tensor. These eigenvectors lie along the directions x ′,
y′, and z′.

Once the principal moments and their directions relative to the surface of
a body are known, the inertia tensor relative to any other set of axis through
the center of mass can be found by a similarity transformation defined by the
Euler angles relating the two coordinate systems. If S is that transformation,
then

I = SID S̃, (5.30)

gives the moment of inertia in that frame. Equation (5.21) can then be used to
transform the rotation center to any desired location. The principal values of I can
be determined by the methods of matrix algebra.

The three principal values of the moment of inertia tensor in Eq. (5.29) can be
found by solving the cubic equation for I that arises from the determinant∣∣∣∣∣∣

Ixx − I Ixy Izx

Ixy Iyy − I Iyz

Izx Iyz Izz − I

∣∣∣∣∣∣ = 0, (5.31)

where the symmetry of I has been displayed explicitly. Equation (5.31) is the
secular equation, whose three roots are the desired principal moments. For
each of these roots, Eqs. (5.28) can be solved to obtain the direction of the
corresponding principal axis. In most of the easily soluble problems in rigid
dynamics, the principal axes can be determined by inspection. For example, we
often have to deal with rigid bodies that are solids of revolution about some
axis, with the origin of the body system on the symmetry axis. All directions
perpendicular to the axis of symmetry are then alike, which is the mark of a
double root to the secular equation. The principal axes are then the symme-
try axis and any two perpendicular axes in the plane normal to the symmetry
axis.

The principal moments of inertia cannot be negative, because as the diagonal
elements in the principal axes system they have the form of sums of squares. Thus,
Ixx is given by (cf. Eq. (5.6))

Ixx = mi (y
2
i + z2

i ).
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For one of the principal moments to vanish, all points of the body must be such
that two coordinates of each particle are zero. Clearly this can happen only if all
points of the body are collinear with the principal axis corresponding to the zero
principal moment. Any two axes perpendicular to the line of the body will then
be the other principal axes. Indeed, this is clearly a limiting case of a body with
an axis of symmetry passing through the origin.

We can also understand the concept of principal axes through some geometri-
cal considerations that historically formed the first approach to the subject. The
moment of inertia about a given axis has been defined as I = n ? I ?n. Let the
direction cosines of the axis be α, β, and γ so that

n = αi + βj + γk;

I then can be written as

I = Ixxα
2 + Iyyβ

2 + Izzγ
2 + 2Ixyαβ + 2Iyzβγ + 2Izxγα, (5.32)

using the symmetry of I explicitly. It is convenient to define a vector r by the
equation

r = n√
I
. (5.33)

The magnitude of r is thus related to the moment of inertia about the axis whose
direction is given by n. In terms of the components of this new vector, Eq. (5.32)
takes on the form

1 = Ixxρ
2
1 + Iyyρ

2
2 + Izzρ

2
3 + 2Ixyρ1ρ2 + 2Iyzρ2ρ3 + 2Izxρ3ρ1. (5.34)

Considered as a function of the three variables ρ1, ρ2, ρ3, Eq. (5.34) is the
equation of some surface in ρ space. In particular, Eq. (5.34) is the equation of
an ellipsoid designated as the inertial ellipsoid. We can always transform to a
set of Cartesian axes in which the equation of an ellipsoid takes on its normal
form:

1 = I1ρ
′2
1 + I2ρ

′2
2 + I3ρ

′2
3, (5.35)

with the principal axes of the ellipsoid along the new coordinate axes. But (5.35)
is simply the form Eq. (5.34) has in a system of coordinates in which the inertia
tensor I is diagonal. Hence, the coordinate transformation that puts the equation
of ellipsoid into its normal form is exactly the principal axis transformation
previously discussed. The principal moments of inertia determine the lengths
of the axes of the inertia ellipsoid. If two of the roots of the secular equation
are equal, the inertia ellipsoid thus has two equal axes and is an ellipsoid of
revolution. If all three principal moments are equal, the inertia ellipsoid is a
sphere.
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A quantity closely related to the moment of inertia is the radius of gyration,
R0, defined by the equation

I = M R2
0 . (5.36)

In terms of the radius of gyration, the vector r can be written as

r = n

R0
√

M
.

The radius vector to a point on the inertia ellipsoid is thus inversely proportional
to the radius of gyration about the direction of the vector.

It is worth reemphasizing that the inertia tensor I and all the quantities
associated with it—principal axes, principal moments, inertia ellipsoid, etc.—are
only relative to some particular point fixed in the body. If the point is shifted
elsewhere in the body, all the quantities will in general be changed. Thus,
Eq. (5.21) gives the effect of moving the reference point from the center of
mass to some other point. The principal axis transformation that diagonalizes
I′ at the center of mass will not necessarily diagonalize I about another axis,
and hence is not in general the principal axis transformation for the shifted ten-
sor I. Only if the shift vector R is along one of the principal axes relative to
the center of mass will the difference tensor be diagonal in that system. The
new inertia tensor I will in that special case have the same principal axes as
at the center of mass. However, the principal moments of inertia are changed,
except for that corresponding to the shift axis, where the diagonal element of
the difference tensor is clearly zero. The “parallel axis” theorem for the diag-
onalized form of the inertia tensor thus has a rather specialized and restricted
form.

5.5 SOLVING RIGID BODY PROBLEMS
AND THE EULER EQUATIONS OF MOTION

Practically all the tools necessary for setting up and solving problems in rigid
body dynamics have by now been assembled. If nonholonomic constraints are
present, then special means must be taken to include the effects of these con-
straints in the equations of motion. For example, if there are “rolling constraints,”
these must be introduced into the equations of motion by the method of Lagrange
undetermined multipliers, as in Section 2.4. As discussed in Section 5.1, we usu-
ally seek a particular reference point in the body such that the problem can be
split into two separate parts, one purely translational and the other purely rota-
tional about the reference point. Of course, if one point of the rigid body is fixed
in an inertial system, then that is the obvious reference point. All that has to be
considered then is the rotational problem about the fixed point.

For bodies without a fixed point, the most useful reference point is almost
always the center of mass. We have already seen that the total kinetic energy and
angular momentum then split neatly into one term relating to the translational
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motion of the center of mass and another involving rotation about the center of
mass. Thus, Eq. (1.31) can now be written

T = 1
2 Mv2 + 1

2 Iω2.

For many problems (certainly all those that will be considered here), a similar
sort of division can be made for the potential energy. We can then solve individu-
ally for the translational motion of the center of mass and for the rotational motion
about the center of mass. For example, the Newtonian equations of motion can be
used directly: Eq. (1.22) for the motion of the center of mass and Eq. (1.26) for
the motion about that point.

With holonomic conservative systems, the Lagrangian formulation is available,
with the Lagrangian taking the form

L(q, q̇) = Lc(qc, q̇c)+ Lb(qb, q̇b).

Here Lc is that part of the Lagrangian involving the generalized coordinates qc

(and velocities q̇c) of the center of mass, and Lb the part relating to the ori-
entation of the body about the center of mass, as described by qb, q̇b. In effect
then, there are two distinct problems, one with Lagrangian Lc and the other with
Lagrangian Lb.

In both the Newtonian and Lagrangian formulations, it is convenient to work
in terms of the principal axes system of the point of reference, so that the kinetic
energy of rotation takes the simple form given in Eq. (5.26). So far, the only
suitable generalized coordinates we have for the rotational motion of the rigid
body are the Euler angles. Of course, the motion is often effectively confined to
two dimensions, as in the motion of a rigid lamina in a plane. The axis of rotation
is then fixed in the direction perpendicular to the plane; only one angle of rotation
is necessary and we may dispense with the cumbersome machinery of the Euler
angles.

For the rotational motion about a fixed point or the center of mass, the direct
Newtonian approach leads to a set of equations known as Euler’s equations of
motion. We consider either an inertial frame whose origin is at the fixed point of
the rigid body, or a system of space axes with origin at the center of mass. In these
two situations, Eq. (1.26) holds, which here appears simply as

(
dL
dt

)
s
= N.

The subscript s is used because the time derivative is with respect to axes that do
not share the rotation of the body. However, Eq. (4.86) can be used to obtain the
derivatives with respect to axes fixed in the body:

(
dL
dt

)
s
=
(

dL
dt

)
b
+v3L,
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or, by dropping the “body” subscript:

dL
dt

+v3L = N. (5.37)

Equation (5.37) is thus the appropriate form of the Newtonian equation of motion
relative to body axes. The i th component of Eq. (5.37) can be written

d Li

dt
+ εi jkω j Lk = Ni . (5.38)

If now the body axes are taken as the principal axes relative to the reference
point, then the angular momentum components are Li = Iiωi . By Eq. (5.25),
Eq. (5.38) takes the form (no summation on i*)

Ii
dωi

dt
+ εi jkω jωk Ik = Ni , (5.39)

since the principal moments of inertia are of course time independent. In expanded
form, the three equations making up Eq. (5.39) look like

I1ω̇1 − ω2ω3(I2 − I3) = N1

I2ω̇2 − ω3ω1(I3 − I1) = N2 (5.39′)

I3ω̇3 − ω1ω2(I1 − I2) = N3.

Equations (5.39) or (5.39′) are Euler’s equations of motion for a rigid body
with one point fixed. They can also be derived from Lagrange’s equations in
the form of Eq. (1.53) where the generalized forces Q j are the torques, N j ,
corresponding to the Euler angles of rotation. However, only one of the Euler
angles has its associated torque along one of the body axes, and the remaining
two Euler’s equations must be obtained by cyclic permutation (cf. Derivation 4).

Consider the case where I1 = I2 �= I3. A torque with components N1 or N2
will cause both ω1 and ω2 to change without affecting ω3. We shall return to a
discussion of this in Section 5.7 when we consider the heavy symmetric top with
one point fixed. Let us first consider the torque-free motion of a rigid body.

5.6 TORQUE-FREE MOTION OF A RIGID BODY

One problem in rigid dynamics where Euler’s equations are applicable is in the
motion of a rigid body not subject to any net forces or torques. The center of mass
is then either at rest of moving uniformly, and it does not decrease the generality
of the solution to discuss the rotational motion in a reference frame in which the
center of mass is stationary. In such a case, the angular momentum arises only
from rotation about the center of mass, and Euler’s equations are the equations of

*It should be obvious that Eq. (5.39), as the i th component of a vector equation, does not involve a
summation over i , although summation is implied over the repeated indices j and k.
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motion for the complete system. In the absence of any net torques, they reduce to

I1ω̇1 = ω2ω3(I2 − I3)

I2ω̇2 = ω3ω1(I3 − I1) (5.40)

I3ω̇3 = ω1ω2(I1 − I2).

The same equations, of course, will also describe the motion of a rigid body
when one point is fixed and there are no net applied torques. We know two
immediate integrals of the motion, for both the kinetic energy and the total angular
momentum vector must be constant in time. With these two integrals it is possible
to integrate (5.40) completely in terms of elliptic functions, but such a treatment is
not very illuminating. However, it is also possible to derive an elegant geometri-
cal description of the motion, known as Poinsot’s construction, without requiring
a complete solution to the problem.

Let us consider a coordinate system oriented along the principal axes of the
body but whose axes measure the components of a vector r along the instanta-
neous axis of rotation as defined by Eq. (5.33). For our purposes, it is convenient
to make use of Eq. (5.17) for the kinetic energy (here constant) and write the
definition of r in the form

r = v

ω
√

I
= v√

2T
. (5.41)

In this r space, we define a function

F(ρ) = r ? I ? r = ρ2
i Ii , (5.42)

where the surfaces of constant F are ellipsoids, the particular surface F = 1 being
the inertia ellipsoid. As the direction of the axis of rotation changes in time, the
parallel vector r moves accordingly, its tip always defining a point on the inertia
ellipsoid. The gradient of F , evaluated at this point, furnishes the direction of
the corresponding normal to the inertia ellipsoid. From Eq. (5.42) for F(ρ), the
gradient of F with respect to ρ has the form

∇ρF = 2I ? r = 2I ?v√
2T

,

or

∇ρF =
√

2

T
L. (5.43)

Thus, the v vector will always move such that the corresponding normal to the
inertia ellipsoid is in the direction of the angular momentum. In the particular case
under discussion, the direction of L is fixed in space, and it is the inertia ellipsoid
(fixed with respect to the body) that must move in space in order to preserve this
connection between v and L (cf. Fig. 5.4).
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FIGURE 5.4 The motion of the inertia ellipsoid relative to the invariable plane.

It can also be shown that the distance between the origin of the ellipsoid and the
plane tangent to it at the point r must similarly be constant in time. This distance
is equal to the projection of r on L and is given by

r ?L
L

= v?L

L
√

2T

or

r ?L
L

=
√

2T

L
, (5.44)

where use has been made of Eq. (5.16). Both T , the kinetic energy, and L, the
angular momentum, are constants of the motion, and the tangent plane is therefore
always a fixed distance from the origin of the ellipsoid. Since the normal to the
plane, being along L, also has a fixed direction, the tangent plane is known as
the invariable plane. We can picture the force-free motion of the rigid body as
being such that the inertia ellipsoid rolls, without slipping, on the invariable plane,
with the center of the ellipsoid a constant height above the plane. The rolling
occurs without slipping because the point of contact is defined by the position of
r, which, being along the instantaneous axis of rotation, is the one direction in
the body momentarily at rest. The curve traced out by the point of contact on the
inertia ellipsoid is known as the polhode, while the similar curve on the invariable
plane is called the herpolhode.*

Poinsot’s geometrical discussion is quite adequate to describe completely the
force-free motion of the body. The direction of the invariable plane and the height
of the inertia ellipsoid above it are determined by the values of T and L, which

*Hence, the jabberwockian-sounding statement: the polhode rolls without slipping on the herpolhode
lying in the invariable plane.
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are among the initial conditions of the problem. It is then a matter of geometry to
trace out the polhode and the herpolhode.* The direction of the angular velocity
in space is given by the direction of r, while the instantaneous orientation of the
body is provided by the orientation of the inertia ellipsoid, which is fixed in the
body. Many elaborate descriptions of force-free motion obtained in this fashion
can be found in the literature.

In the special case of a symmetrical body, the inertia ellipsoid is an ellip-
soid of revolution, so that the polhode on the ellipsoid is clearly a circle about
the symmetry axis. The herpolhode on the invariable plane is likewise a cir-
cle. An observer fixed in the body sees the angular velocity vector v move
on the surface of a cone—called the body cone—whose intersection with the
inertia ellipsoid is the polhode. Correspondingly, an observer fixed in the space
axes sees v move on the surface of a space cone whose intersection with the
invariable plane is the herpolhode. Thus, the free motion of the symmetrical
rigid body is sometimes described as the rolling of the body cone on the space
cone. If the moment of inertia about the symmetry axis is less than that about
the other two principal axes, then from Eq. (5.35) the inertia ellipsoid is prolate,
i.e., football shaped—somewhat as is shown in Fig. 5.4. In that case, the body
cone is outside the space cone. When the moment of inertia about the symmetry
axis is the greater, the ellipsoid is oblate and the body cone rolls around the
inside of the space cone. In either case, the physical description of the motion
is that the direction of v precesses in time about the axis of symmetry of the
body.

The Poinsot construction shows how v moves, but gives no information as to
how the L vector appears to move in the body system of axes. Another geomet-
rical description is available however to describe the path of the L vector as seen
by an observer in the principal axes system. Equations (5.25) and (5.26) imply
that in this system the kinetic energy is related to the components of the angular
momentum by the equation

T = L2
x

2I1
+ L2

y

2I2
+ L2

z

2I3
. (5.45)

Since T is constant, this relation defines an ellipsoid, referred to as the Binet
ellipsoid, also fixed in the body axes but not the same as the inertia ellipsoid.

If we adopt the convention

I3 ≤ I2 ≤ I1,

and write the equations for the ellipsoid in the standard form

L2
x

2T I1
+ L2

y

2T I2
+ L2

z

2T I3
= 1 (5.45′)

*The herpolhode is always concave to the origin, belying its name, which suggests “snakelike.”
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then we see that the ellipsoid sketched on Fig. 5.5a has semimajor axes, in order
of decreasing size, of

√
2T I1,

√
2T I2, and

√
2T I3. The conservation of the total

angular momentum, L , gives us

L2
x + L2

y + L2
z

L2
= 1, (5.46)

the equation for a sphere in Lx L y Lz space. The vector L moves in such a way that
it describes a path on both the ellipsoid of Eq. (5.45) and the sphere of Eq. (5.46).
In other words, the path of L is the intersection of the ellipsoid and the sphere.
The components L satisfy the equation

L2
x

2T I1
+ L2

y

2T I2
+ L2

z

2T I3
= L2

x + L2
y + L2

z

L2
.

It is easy to show that these two surfaces will intersect for values of L larger
than the ellipsoid semiminor axis and less than the semimajor axis, that is,

√
2T I3 < L <

√
2T I1.

The sphere is outside the ellipsoid on the Lz axis and inside the ellipsoid along
Lx . Figure 5.5 depicts curves where the sphere intersects the ellipsoid for various
values of L . Fig. 5.5a shows a perspective view and Fig. 5.5b shows the view
as seen from the L y axis. The curves that appear as straight lines on Fig 5.5b
correspond to the case where L = √

2T I2.

FIGURE 5.5 (a) The kinetic energy, or Binet, ellipsoid fixed in the body axes, and some
possible paths of the L vector in its surface. (b) Side view of Binet ellipsoid.
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With the help of this geometrical construction, something can be said about the
possible motions of a free asymmetric body. It is easy to see that a steady rotation
of such a body is possible only about one of the principal axes. From the Euler
equations (5.40), all the components of ω can be constant only if

ω1ω2(I1 − I2) = ω2ω3(I2 − I3) = ω3ω1(I3 − I1) = 0,

which requires that at least two of the components ωi be zero; i.e., v is along
only one of the principal axes. However, not all of these possible motions are
stable—that is, not moving far from the principal axis under small perturbation.
For example, steady motion about the Lz axis will occur when L2 = 2T I3. When
there are slight deviations from this condition, the radius of the angular momen-
tum sphere is just slightly smaller than this value, and the intersection with the
kinetic energy ellipsoid is a small circle about the Lz axis. The motion is thus
stable, the L vector never being far from the axis.

Similarly, at the other extreme, when the motion about the axis of smallest I is
perturbed, the radius of the angular momentum sphere is just slightly larger than
the smallest semimajor axis. The intersection is again a small closed figure around
the principal axis, and the motion is stable. However, the motion about the inter-
mediate axis is unstable. This is clearly shown in Fig. 5.5. For the intermediate
(L y) axis, the kinetic energy has two orbits that encircle the ellipsoid and cross
each other where the ±L y pass through the ellipsoid. Hence, there are two differ-
ent orbits with values slightly less than

√
2T I2 and two other distinctly different

orbits with values slightly exceeding
√

2T I2, all four of which have quite long
paths on the surface.

This behavior can be best understood by recognizing that at the intermediate
axis the radius of curvature of the ellipsoid in one direction is greater than that
of the contact sphere, and less in the perpendicular direction. At the other two
extremes, the radii of curvature are either greater or smaller than the sphere radius
in all directions. These conclusions on the stability of free-body motion have been
known for a long time, but applications, e.g., to the stability of spinning space-
craft, have brought them out of the obscurity of old monographs on rigid body
dynamics.*

For a symmetrical rigid body, the analytical solution for the force-free motion
is not difficult to obtain, and we can directly confirm the precessing motion pre-
dicted by the Poinsot construction. Let the symmetry axis be taken as the Lz

*If there are dissipative mechanisms present, these stability arguments have to be modified. It is easy
to see that for a body with constant L , but slowly decreasing T , the only stable rotation is about the
principal axis with the largest moment of inertia. The kinetic energy of rotation about the i th principal
axis for given L is T = L2/2Ii , which is least for the axis with the largest Ii . If a body is set spinning
about any other principal axis, the effect of a slowly decreasing kinetic energy is to cause the angular
velocity vector to shift until the spinning is about the axis requiring the least value of T for the given
L . Such dissipative effects are present in spacecraft because of the flexing of various members in the
course of the motion, especially of the long booms carried by many of them. These facts were learned
the hard way by the early designers of spacecraft!
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principal axis so that I1 = I2. Euler’s equations (5.40) reduce then to

I1ω̇1 = (I1 − I3)ω3ω2

I1ω̇2 = (I3 − I1)ω3ω1 (5.47)

I3ω̇3 = 0.

The last of these equations states that ω3 is a constant, and it can therefore be
treated as one of the known initial conditions of the problem. The remaining two
equations can now be written

ω̇1 = −�ω2, ω̇2 = �ω1, (5.48)

where � is an angular frequency

� = I3 − I1

I1
ω3. (5.49)

Elimination of ω2 between Eqs. (5.48) leads to the standard differential equation
for simple harmonic motion

ω̈1 = −�2ω1,

with the typical solution

ω1 = A cos�t.

The corresponding solution for ω2 can be found by substituting this expression
for ω1, back in the first of Eqs. (5.48):

ω2 = A sin�t.

The solutions for ω1 and ω2 show that the vector ω1i + ω2j has a constant mag-
nitude and rotates uniformly about the z axis of the body with the angular fre-
quency � (cf. Fig. 5.6). Hence, the total angular velocity v is also constant in
magnitude and precesses about the z axis with the same frequency, exactly as pre-
dicted by the Poinsot construction. * Recall that the precession described here is
relative to the body axes, which are themselves rotating in space with the larger
frequency v. From Eq. (5.49), it is seen that the closer I1 is to I3, the slower will
be the precession frequency � compared to the rotation frequency ω. The con-
stants A (the amplitude of the precession) and ω3 can be evaluated in terms of
the more usual constants of the motion, namely, the kinetic energy and the mag-
nitude of the angular momentum. Both T and L2 can be written as functions of A

*The precession can be demonstrated in another fashion by defining a vector � lying along the z axis
with magnitude given by (5.49). Equations (5.47) are then essentially equivalent to the vector equation

v̇ = v3�,

which immediately reveals the precession of v with the frequency �.
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FIGURE 5.6 Precession of the angular velocity about the axis of symmetry in the force-
free motion of a symmetrical rigid body.

and ω3:

T = 1
2 I1 A2 + 1

2 I3ω
2
3,

L2 = I 2
1 A2 + I 2

3ω
2
3,

and these relations in turn may be solved for A and ω3 in terms of T and L .
We would expect that Earth’s axis of rotation should exhibit this precession, for

the external torques acting on Earth are so weak that the rotational motion may be
considered as that of a free body. Earth is approximately symmetrical about the
polar axis and slightly flattened at the poles so that I1 is less than I3. Numerically,
the ratio of the moments is such that

I3 − I1

I1
= 0.00327,

and the magnitude of the precession angular frequency should therefore be

� = ω3

305.81039
≈ ω3

306
.

Since ω3 is practically the same as the magnitude of v, this result predicts
a period of precession of approximately 306 days or about 10 months. If some
circumstance disturbed the axis of rotation from the figure axis of Earth, we would
therefore expect the axis of rotation to precess around the figure axis (i.e., around
the north pole) once every 10 months. Practically, such a motion should show up
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as a periodic change in the apparent latitude of points on Earth’s surface. Careful
measurements of latitude at a network of locations around the world, carried out
now for about a century, show that the rotation axis is indeed moving about the
pole with an amplitude of the order of a few tenths of a second of latitude (about
10 m). But the situation is far more complicated (and interesting) than the above
simple analysis would suggest.

The deviations between the figure and rotation axes are very irregular so that
it’s more a “wobble” than a precession. Careful frequency analysis shows the
existence of an annual period in the motion, thought to arise from the annual
cycle of seasons and the corresponding mean displacement of atmospheric masses
about the globe. Additionally, a strong frequency component is centered about a
period of 420 days, known as the Chandler wobble. The present belief is that this
motion represents the free-body precession derived above. It is thought that the
difference in period arises from the fact that Earth is not a rigid body but is to
some degree elastic. In effect, some part of Earth follows along with the shift in
the rotation axis, which has the effect of reducing the difference in the principal
moments of inertia and therefore increasing the period. (If, for example, Earth
were completely fluid, then the figure axis would instantaneously adjust to the
rotation axis and there could be no precession.)

There are still other obscure features to the observed wobble. The frequency
analysis indicates strong damping effects are present, believed to arise from either
tidal friction or dissipative effects in the coupling between the mantle and the
core. The damping period ought to be on the order of 10–20 years. But no such
decay of the amplitude of the Chandler wobble has been observed; some sort of
random excitation must be present to keep the wobble going. Various sources
of the excitation have been suggested. Present speculation points to deep earth-
quakes, or the mantle phenomena underlying them, as possibly producing discon-
tinuous changes in the inertia tensor large enough to keep exciting the free-body
precession.*

5.7 THE HEAVY SYMMETRICAL TOP WITH ONE POINT FIXED

As a further and more complicated example of the application of the methods
of rigid dynamics, let us consider the motion of a symmetrical body in a uni-
form gravitational field when one point on the symmetry axis is fixed in space.
A wide variety of physical systems, ranging from a child’s top to complicated
gyroscopic navigational instruments, are approximated by such a heavy symmet-
rical top. Both for its practical applications and as an illustration of many of the

*The free precession of Earth’s axis is not to be confused with its slow precession about the normal
to the ecliptic. This astronomical precession of the equinoxes is due to the gravitational torques of
the Sun and Moon, which were considered negligible in the above discussion. That the assumption is
justified is shown by the long period of the precession of the equinoxes (26,000 years) compared to
a period of roughly one year for the force-free precession. The astronomical precession is discussed
further below.
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FIGURE 5.7 Euler’s angles specifying the orientation of a symmetrical top.

techniques previously developed, the motion of the heavy symmetrical top de-
serves a detailed exposition.

The symmetry axis is of course one of the principal axes and will be chosen as
the z axis of the coordinate system fixed in the body.* Since one point is stationary,
the configuration of the top is completely specified by the three Euler angles: θ
gives the inclination of the z axis from the vertical, φ measures the azimuth of the
top about the vertical, while ψ is the rotation angle of the top about its own z axis
(cf. Fig. 5.7). The distance of the center of gravity (located on the symmetry axis)
from the fixed point will be denoted by I .

The rates of change of these three angles give the characteristic motions of the
top as

ψ̇ = rotation or spinning of the top about its own figure axis, z

φ̇ = precession or rotation of the figure axis z about the vertical axis z′

θ̇ = nutation or bobbing up and down of the z figure axis relative to the verti-
cal space axis z′.

For many cases of interest such as the top and the gyroscope, we have ψ̇ 	 θ̇ 	
φ̇. Since I1 = I2 �= I3, Euler’s equations (5.39′) become

I1ω̇1 + ω2ω3(I3 − I2) = N1,

I2ω̇2 + ω1ω3(I1 − I3) = N2,

*Only the body axes need specific identification here; it will therefore be convenient to designate
them in this section as the xyz axes, without fear of confusing them with the space axes, which will
be designated by the x ′y′z′ axes.
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and
I3ω̇3 = N3.

Let us consider the case where initially N3 = 0 = N2, N1 �= 0, and ω1 =
ω2 = 0, ω3 �= 0, then ω3 will be constant. The torque N1 will cause ω1 to change
since ω̇1 �= 0. Since ω1 is no longer zero, the second equation requires that ω2
begin to change also. What this means in terms of an observation is not obvious.
We observe the changes in the Euler angles ψ̇ , φ̇, θ̇ and their associated angles
in the x ′, y′, z′ laboratory frame rather than the ω̇1, ω̇2, ω̇3 and their associated
angles in the principal axis system. This suggests that the Euler equations may
not provide the most useful description of the motion.

The Lagrangian procedure, rather than Euler’s equations, will be used to obtain
a solution for the motion of the top. Since the body is symmetrical, the kinetic
energy can be written as

T = 1
2 I1(ω

2
1 + ω2

2)+ 1
2 I3ω

2
3,

or, in terms of Euler’s angles, and using Eqs. (4.87), as

T = I1

2
(θ̇2 + φ̇2 sin2 θ)+ I3

2
(ψ̇ + φ̇ cos θ)2, (5.50)

where the φ̇, θ̇ cross terms in ω2
1 and ω2

2 cancel.
It is a well-known elementary theorem that in a constant gravitational field the

potential energy is the same as if the body were concentrated at the center of mass.
We will however give a brief formal proof here. The potential energy of the body
is the sum over all the particles:

V = −mi ri ? g,

where g is the constant vector for the acceleration of gravity. By Eq. (1.21), defin-
ing the center of mass, this is equivalent to

V = −MR ? g, (5.51)

which proves the theorem. In terms of the Euler angles,

V = Mgl cos θ, (5.51′)

so that the Lagrangian is

L = I1

2
(θ̇2 + φ̇2 sin2 θ)+ I3

2
(ψ̇ + φ̇ cos θ)2 − Mgl cos θ. (5.52)

Note that φ andψ do not appear explicitly in the Lagrangian; they are therefore
cyclic coordinates, indicating that the corresponding generalized momenta are



“M05 Goldstein ISBN C05” — 2011/2/15 — page 211 — #28

5.7 The Heavy Symmetrical Top with One Point Fixed 211

constant in time. Now, we have seen that the momentum conjugate to a rotation
angle is the component of the total angular momentum along the axis of rotation,
which for φ is the vertical axis, and for ψ , the z axis in the body. We can in fact
show from elementary principles that these components of the angular momentum
must be constant in time. Since the torque of gravity is along the line of nodes,
there is no component of the torque along either the vertical or the body z axis,
for by definition both of these axes are perpendicular to the line of nodes. Hence,
the components of the angular momentum along these two axes must be constant
in time.

We therefore have two immediate first integrals of the motion:

pψ = ∂L

∂ψ̇
= I3(ψ̇ + φ̇ cos θ) = I3ω3 = I1a (5.53)

and

pφ = ∂L

∂φ̇
= (I1 sin2 θ + I3 cos2 θ)φ̇ + I3ψ̇ cos θ = I1b. (5.54)

Here the two constants of the motion are expressed in terms of new constants a
and b. There is one further first integral available; since the system is conservative,
the total energy E is constant in time:

E = T + V = I1

2
(θ̇2 + φ̇2 sin2 θ)+ I3

2
ω2

3 + Mgl cos θ. (5.55)

Only three additional quadratures are needed to solve the problem, and they are
easily obtained from these three first integrals without directly using the Lagrange
equations. From Eq. (5.53), ψ is given in terms of φ by

I3ψ̇ = I1a − I3φ̇ cos θ, (5.56)

and this result can be substituted in (5.54) to eliminate ψ :

I1φ̇ sin2 θ + I1a cos θ = I1b,

or

φ̇ = b − a cos θ

sin2 θ
. (5.57)

Thus, if θ were known as a function of time, Eq. (5.57) could be integrated to
furnish the dependence of φ on time. Substituting Eq. (5.57) back in Eq. (5.56)
results in a corresponding expression for ψ̇ :

ψ̇ = I1a

I3
− cos θ

b − a cos θ

sin2 θ
, (5.58)
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which furnishes ψ if θ is known. Finally, Eqs. (5.57) and (5.58) can be used to
eliminate φ̇ and ψ̇ from the energy equation, resulting in a differential equation
involving θ alone.

First notice that Eq. (5.53) says ω3 is constant in time and equal to (I1/I3)a.
Therefore, E− I3ω

2
3/2 is a constant of the motion, which we shall designate as E ′.

Making use of Eq. (5.57), the energy equation can thus be written as

E ′ = I1θ̇
2

2
+ I1

2

(b − a cos θ)2

sin2 θ
+ Mgl cos θ. (5.59)

Equation (5.59) has the form of an equivalent one-dimensional problem in the
variable θ , with the effective potential V ′(θ) given by

V ′(θ) = Mgl cos θ + I1

2

(
b − a cos θ

sin θ

)2

. (5.60)

Thus, we have four constants associated with the motion, the two angular
momenta pψ and pφ , the energy term E − 1

2 I3ω
2
3, and the potential energy

term Mgl. It is common to define four normalized constants of the motion as

α = 2E − I3ω
2
3

I1

β = 2Mgl

I1
(5.61)

a = pψ
I1

b = pφ
I1
.

In terms of these constants, the energy equation (5.55) can be written as

α = θ̇2 + (b − a cos θ)2

sin2 θ
+ β cos θ. (5.62)

We will use this one-dimensional problem to discuss the motion in θ , very
similarly to what was done in Section 3.3 in describing the radial motion for the
central force problem. It is more convenient to change variables as we did for the
central force problem. Using the variable u = cos θ , rewrite Eq. (5.62) as

u̇2 = (1 − u2)(α − βu)− (b − au)2, (5.62′)

which can be reduced immediately to a quadrature:

t =
∫ u(t)

u(0)

du√
(1 − u2)(α − βu)− (b − au)2

. (5.63)
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With this result, and Eqs. (5.57) and (5.58), φ and ψ can also be reduced to
quadratures. However, the polynomial in the radical is a cubic so that we have to
deal with elliptic integrals. These solutions can be generated on current desk-top
computers. In the case of the force-free motion, the physics tends to be obscured
in the profusion of mathematics. Fortunately, the general nature of the motion can
be discovered without actually performing the integrations.

Before proceeding with the study of the possible solutions of Eq. (5.63), a few
comments on the constants defined in Eqs. (5.61) will be useful. Figure 5.7 shows
the case where the fixed point is not at the center of mass. If the top is spinning on
a horizontal surface, both α and β are greater than zero. If the top is supported by
a stand that allows it to dip below horizontal, β is still larger than zero, but α could
be positive or negative. Another common application is the gyroscope where the
center of mass is the fixed point. In terms of Fig. 5.7, α is the energy in the system
excluding the x3 angular kinetic energy. For the gyroscope, β = 0 and α ≥ 0.
We shall restrict our attention to situations in which the rotational kinetic energy
about the x3 axis is much larger than the kinetic energy about the other two axes.

It is convenient to designate the right-hand side of Eq. (5.62′) as a function
f (u) and discuss the behavior of the cubic equation

f (u) = βu3 − (α + a2)u2 + (2ab − β)u + (α − b2).

For the gyroscope, f (u) is only a quadratic equation since β = 0, while for the top
the full cubic equation must be considered. Since many of the applications of the
gyroscope use torque-free mountings, precession and nutations are suppressed so
the gyroscope motions are trivial. To understand the general motions of a spinning
body, we will consider only cases where β > 0.

The roots of the cubic polynomial furnish the angles at which θ̇ changes sign,
that is, the “turning angles” in θ . Knowing these angles will give qualitative
information about the motion. There are three roots to a cubic equation and three
possible combinations of solutions. There can be one real root and a complex
conjugate pair of roots; there can be three real roots, two of which are equal; and
there can be three real and unequal roots. These possibilities depend upon the rel-
ative signs and magnitudes of the four constants in Eqs. (5.61). There is also the
physical constraint that the solution u must satisfy −1 < u ≤ 1. We will draw all
figures as if u > 0, which would be the case if the top is supported by a horizontal
surface. Recall that a point support could allow the smallest root to be less than
zero.

For u large, the dominant term in f (u) is βu3. Since β (cf. Eqs. (5.61)) is
always a positive constant f (u) is positive for large positive u and negative for
large negative u. At points u = ±1, f (u) becomes equal to −(b ∓ a)2 and is
therefore always negative, except for the unusual case where u = ±1 is a root
(corresponding to a vertical top). Hence, at least one root must lie in the region
u > 1, a region that does not correspond to real angles. Indeed, physical motion
of the top can occur only when u2 is positive somewhere in the interval between
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FIGURE 5.8 Illustrating the location of the turning angles of θ in the motion of a heavy
symmetric top supported on a horizontal plane. A point support could allow one of the
roots to be negative.

u = −1 and u = +1, that is, θ between 0 and +π . We must conclude therefore
that for any actual top f (u) will have two roots, u1 and u2, between −1 and +1
(cf. Fig. 5.8), and that the top moves such that cos θ always remains between these
two roots. The location of these roots, and the behavior of φ̇ and ψ̇ for values of θ
between them, provide much qualitative information about the motion of the top.

It is customary to depict the motion of the top by tracing the curve of the
intersection of the figure axis on a sphere of unit radius about the fixed point. This
curve is known as the locus of the figure axis. The polar coordinates of a point on
the locus are identical with the Euler angles θ , φ for the body system. From the
discussion in the preceding paragraph, we can see that the locus lies between the
two bounding circles of colatitude θ1 = arccos u1 and θ2 = arccos u2, with θ̇ van-
ishing at both circles. The shape of the locus curve is in large measure determined
by the value of the root of b − au, which we denote by u′:

u′ = b

a
. (5.64)

Suppose, for example, the initial conditions are such that u′ is larger than u2.
Then, by Eq. (5.57), φ̇ will always have the same sign for the allowed inclination
angles between θ1 and θ2. Hence, the locus of the figure axis must be tangent
to the bounding circles in such a manner that φ̇ is in the same direction at both
θ1 and θ2, as is shown in Fig. 5.9(a). Since φ therefore increases secularly in one
direction or the other, the axis of the top may be said to precess about the vertical
axis. But it is not the regular precession encountered in force-free motion, for as
the figure axis goes around, it nods up and down between the bounding angles θ1
and θ2—the top nutates during the precession.

Should b/a be such that u′ lies between u1 and u2, the direction of the preces-
sion will be different at the two bounding circles, and the locus of the figure axis
exhibits loops, as shown in Fig. 5.9(b). The average of φ̇ will not vanish how-
ever so that there is always a net precession in one direction or the other. It can
also happen that u′ coincides with one of the roots of f (u). At the corresponding
bounding circles, both θ̇ and φ̇ must then vanish, which requires that the locus
have cusps touching the circle, as shown in Fig. 5.9(c).
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FIGURE 5.9 The possible shapes for the locus of the figure axis on the unit sphere.

This last case is not as exceptional as it sounds; it corresponds in fact to the
initial conditions usually stipulated in elementary discussions of tops: We assume
that initially the symmetrical top is spinning about its figure axis, which is fixed
in some direction θ0. At time t = 0, the figure axis is released and the problem is
to describe the subsequent motion. Explicitly, these initial conditions are that at
t = 0, θ = θ0 and θ̇ = φ̇ = 0. The quantity u0 = cos θ0 must therefore be one of
the roots of f (u); in fact, it corresponds to the upper circle:

u0 = u2 = u′ = b

a
. (5.65)

For proof, note that with these initial conditions E ′ is equal to Mgl cos θ0, and
that the terms in E ′ derived from the top’s kinetic energy can never be nega-
tive. Hence, as θ̇ and φ̇ begin to differ from their initial zero values, energy can
be conserved only by a decrease in Mgl cos θ , i.e., by an increase in θ . The
initial θ0 is therefore the same as θ2, the minimum value θ can have. When
released in this manner, the top always starts to fall, and continues to fall until
the other bounding angle θ1 is reached, precessing the meanwhile. The figure
axis then begins to rise again to θ2, the complete motion being as shown in
Fig. 5.9(c).

Some quantitative predictions can be made about the motion of the top under
these initial conditions of vanishing θ̇ and φ̇, provided that the initial kinetic
energy of rotation about the z-axis is assumed large compared to the maximum
change in potential energy:

1
2 I3ω

2
3 	 2Mgl. (5.66)

The effects of the gravitational torques, namely, the precession and accompanying
nutation, will then be only small perturbations on the dominant rotation of the top
about its figure axis. In this situation, we speak of the top as being a “fast top.”
With this assumption we can obtain expressions for the extent of the nutation, the
nutation frequency, and the average frequency of precession.
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The extent of the nutation under these given initial conditions is given by
u1 − u0, where u1 is the other physical root of f (u). The initial conditions
E ′ = Mgl cos θ0 is equivalent to the equality

α = βu0.

With this relation, and the conditions of Eq. (5.65), f (u) can be rewritten more
simply as

f (u) = (u0 − u)
[
β(1 − u2)− a2(u0 − u)

]
. (5.67)

The roots of f (u) other than u0 are given by the roots of the quadratic expression
in the brackets, and the desired root u1 therefore satisfies the equation

(1 − u2
1)−

a2

β
(u0 − u1) = 0. (5.68)

Denoting u0 − u by x and u0 − u1 by x1, Eq. (5.68) can be rewritten as

x2
1 + px1 − q = 0, (5.69)

where

p = a2

β
− 2 cos θ0, q = sin2 θ0.

The condition for a “fast” top, Eq. (5.66), implies that p is much larger than q.
This can be seen by writing the ratio a2/β as

a2

β
=
(

I3

I1

)
I3ω

2
3

2Mgl
.

Except in the case that I3 � I1 (which would correspond to a top in the unusual
shape of a cigar), the ratio is much greater than unity, and p 	 q. To first order
in the small quantity q/p, the only physically realizable root of Eq. (5.68) is then

x1 = q

p
.

Neglecting 2 cos θ0 compared to a2/β, this result can be written

x1 = β sin2 θ0

a2
= I1

I3

2Mgl

I3ω
2
3

sin2 θ0. (5.70)

Thus, the extent of the nutation, as measured by x1 = u0 − u1, goes down as
1/ω2

3. The faster the top is spun, the less is the nutation.
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The frequency of nutation likewise can easily be found for the “fast” top. Since
the amount of nutation is small, the term (1−u2) in Eq. (5.67) can be replaced by
its initial value, sin2 θ0. Equation (5.67) then reads, with the help of Eq. (5.70),

f (u) = ẋ2 = a2x(x1 − x).

If we shift the origin of x to the midpoint of its range, by changing variable to

y = x − x1

2
,

then the differential equation becomes

ẏ2 = a2

(
x2

1

4
− y2

)
,

which on differentiation again reduces to the familiar equation for simple har-
monic motion

ÿ = −a2 y.

In view of the initial condition x = 0 at t = 0, the complete solution is

x = x1

2
(1 − cos at), (5.71)

where x1 is given by (5.70). The angular frequency of nutation of the figure axis
between θ0 and θ1 is therefore

a = I3

I1
ω3, (5.72)

which increases the faster the top is spun initially.
Finally, the angular velocity of precession, from (5.57), is given by

φ̇ = a(u0 − u)

sin2 θ
≈ ax

sin2 θ0
,

or, substituting Eqs. (5.70) and (5.71),

φ̇ = β

2a
(1 − cos at). (5.73)

The rate of precession is therefore not uniform but varies harmonically with time,
with the same frequency as the nutation. The average precession frequency how-
ever is

φ̇ = β

2a
= Mgl

I3ω3
, (5.74)
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which indicates that the rate of precession decreases as the initial rotational
velocity of the top is increased.

We are now in a position to present a complete picture of the motion of the fast
top when the figure axis initially has zero velocity. Immediately after the figure
axis is released, the initial motion of the top is always to fall under the influence of
gravity. But as it falls, the resultant torque around the axis of fall causes the top to
pick up a precession velocity, directly proportional to the extent of its fall, which
starts the figure axis moving sideways about the vertical. The initial fall results
in a periodic nutation of the figure axis in addition to the precession. As the top
is spun faster and faster, the extent of the nutation decreases rapidly, although
the frequency of nutation increases, while at the same time the precession about
the vertical becomes slower. In practice, for a sufficiently fast top the nutation is
damped out by the friction at the pivot and becomes unobservable. The top then
appears to precess uniformly about the vertical axis. Because the precession is
regular only in appearance, Klein and Sommerfeld have dubbed it a pseudoregular
precession. In most of the elementary discussions of precession, the phenomenon
of nutation is neglected. As a consequence, such derivations seem to lead to the
paradoxical conclusion that upon release the top immediately begins to precess
uniformly, a motion that is normal to the forces of gravity that are the ultimate
cause of the precession. Our discussion of pseudoregular precession serves to
resolve the paradox; the precession builds up continuously from rest without any
infinite accelerations, and the initial tendency of the top is to move in the direction
of the forces of gravity.

It is of interest to determine exactly what initial conditions will result in a true
regular precession. In such a case, the angle θ remains constant at its initial value
θ0, which means that θ1 = θ2 = θ0. In other words, f (u) must have a double root
at u0 (cf. Fig. 5.10), or

f (u) = u̇2 = 0,
d f

du
= 0; u = u0.

The first of these conditions, from Eq. (5.62′) with u̇ = 0, implies

(α − βu0) = (b − au0)
2

1 − u2
0

; (5.75)

FIGURE 5.10 Appearance of f (u) for a regular precession.
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the second corresponds to

β

2
= a(b − au0)

1 − u2
0

− u0
(α − βu0)

1 − u2
0

. (5.76)

Substitution of Eq. (5.75) in Eq. (5.76) leads, in view of Eq. (5.57) for φ̇, to a
quadratic equation for φ̇:

β

2
= aφ̇ − φ̇2 cos θ0. (5.76′)

With the definitions of β and a, Eq. (5.61), this can be written in two alternative
forms, depending on whether a is expressed in terms of ω3 or the (constant) ψ̇
and φ̇:

Mgl = φ̇(I3ω3 − I1φ̇ cos θ0), (5.77)

or

Mgl = φ̇(I3ψ̇ − (I1 − I3)φ̇ cos θ0). (5.77′)

The initial conditions for the problem of the heavy top require the specification
of θ , φ,ψ , θ̇ , φ̇, and, say, either ψ̇ or ω3 at the time t = 0. Because they are cyclic,
the initial values of φ and ψ are largely irrelevant, and in general we can choose
any desired value for each of the four others. But if in addition we require that the
motion of the figure axis be one of uniform precession without nutation, then our
choice of these four initial values is no longer completely unrestricted. Instead,
they must satisfy either of Eqs. (5.77). For θ̇ = 0, we may still choose initial
values of θ and ω3, almost arbitrarily, but the value of φ̇ is then determined. The
phrase “almost arbitrarily” is used because Eqs. (5.77) are quadratic, and for φ̇ to
be real, the discriminant of Eq. (5.77) must be positive:

I 2
3ω

2
3 > 4Mgl I1 cos θ0. (5.78)

For θ0 > π/2 (a top mounted so its center of mass is below the fixed point), then
any value of ω3 can lead to uniform precession. But for θ0 < π/2, ω3 must be
chosen to be above a minimum value ω′

3,

ω3 > ω′
3 = 2

I3

√
Mgl I1 cos θ0 (5.79)

to achieve the same situation. Similar conditions can be obtained from Eq. (5.77′)
for the allowable values of ψ . As a result of the quadratic nature of Eq. (5.77),
there will in general be two solutions for φ̇, known as the “fast” and “slow” pre-
cession. Also note that (5.77) can never be satisfied by φ̇ = 0 for finite ψ̇ or ω3;
to obtain uniform precession, we must always give the top a shove to start it on its
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way. Without this correct initial precessional velocity, we can obtain at best only
a pseudoregular precession.

If the precession is slow, so that φ̇ cos θ0 may be neglected compared to a, then
an approximate solution for φ̇ is

φ̇ ≈ β

2a
= Mgl

I3ω3
(slow),

which agrees with the average rate of pseudoregular precession for a fast top. This
result is to be expected of course; if the rate of precession is slow, there is little
difference between starting the gyroscope off with a little shove or with no shove
at all. Note that with this value of φ̇, the neglect of φ̇ cos θ0 compared to a is
equivalent to requiring that ω3 be much greater than the minimum allowed value.
For such large values of ω3, the “fast” precession is obtained when φ̇ is so large
that Mgl is small compared to the other terms in Eq. (5.77):

φ̇ = I3ω3

I1 cos θ0
(fast).

The fast precession is independent of the gravitational torques and can in fact be
related to the precession of a free body (see Derivation 6a in the Exercises).

One further case deserves some attention, namely, when u = 1 corresponds
to one of the roots of f (u).* Suppose, for instance, a top is set spinning with
its figure axis initially vertical. Clearly then b = a, for I1b and I1a are the con-
stant components of the angular momentum about the vertical axis and the figure
axis respectively, and these axes are initially coincident. Since the initial angular
velocity is only about the figure axis, the energy equation (5.59) evaluated at time
t = 0 states that

E ′ = E − 1
2 I3ω

2
3 = Mgl.

By the definitions of α and β (Eq. (5.61)), it follows that α = β.
The energy equation at any angle may therefore be written as

u̇2 = (1 − u2)β(1 − u)− a2(1 − u)2

or

u̇2 = (1 − u)2
[
β(1 + u)− a2

]
.

The form of the equation indicates that u = 1 is always a double root, with the
third root given by

u3 = a2

β
− 1.

*Note that this must be treated as a special case, since in the previous discussions factors of sin2 θ

were repeatedly divided out of the expressions.
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FIGURE 5.11 Plot of f (u) when the figure axis is initially vertical.

If a2/β > 2 (which corresponds to the condition for a “fast” top), u3 is larger
than 1 and the only possible motion is for u = 1; the top merely continues to spin
about the vertical. For this state of affairs, the plot of f (u) appears as shown in
Fig. 5.11(a). On the other hand, if a2/β < 2, the third root u1 is then less than
1, f (u) takes on the form shown in Fig. 5.11(b), and the top will nutate between
θ = 0 and θ = θ3. There is thus a critical angular velocity, ω′, above which only
vertical motion is possible, whose value is given by

a2

β
=
(

I3

I1

)
I3ω

′2

2Mgl
= 2

or

ω′2 = 4
Mgl I1

I 2
3

, (5.80)

which is identical with Eq. (5.79) for the minimum frequency for uniform preces-
sion with θ0 = 0.

In practice, if a top is started spinning with its axis vertical and with ω3 greater
than the critical angular velocity, it will continue to spin quietly for a while about
the vertical (hence the designation as a “sleeping” top). However, friction grad-
ually reduces the frequency of rotation below the critical value, and the top then
begins to wobble in ever larger amounts as it slows down.

The effects of friction (which of course cannot be directly included in the
Lagrangian framework) can give rise to unexpected phenomena in the behavior
of tops. A notable example is the “tippie-top,” which consists basically of some-
what more than half a sphere with a stem added on the flat surface. When set
rotating with the spherical surface downwards on a hard surface, it proceeds to
skid and nutate until it eventually turns upside down, pivoting on the stem, where
it then behaves as a normal “sleeping” top. The complete reversal of the angular
momentum vector is the result of frictional torque occurring as the top skids on
its spherical surface.
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A large and influential technology is based on the applications of rapidly spin-
ning rigid bodies, particularly through the use of what are called “gyroscopes.”
Basically, a three-frame gyroscope is a symmetrical top rotated very rapidly by
external means about the figure axis and mounted in gimbals so that the motion of
the figure axis is unrestricted about three perpendicular spatial axes while the cen-
ter of gravity remains stationary. The figure axis maintains the same direction in
space no matter how the mounting is reoriented, a phenomenon called gyroscopic
inertia. Such an instrument can indicate the roll, pitch, and attitude directions of
an airplane flying “blind” by using the xyz Euler angle convention described in
Section 4.4 and Appendix A.

If external torques are suitably exerted on the gyroscope, it will undergo the
precession and nutation motions described earlier for the heavy top. However,
the condition for the “fast” top is abundantly satisfied, so that the extent of the
nutation is always very small, and moreover is deliberately damped out by the
method of mounting. The only gyroscopic phenomenon then observed is preces-
sion, and the mathematical treatment required to describe this precession can be
greatly simplified. We can see how to do this by generalization from the case of
the heavy symmetrical top.

If R is the radius vector along the figure axis from the fixed point to the center
of gravity, then the gravitational torque exerted on the top is

N = R3 Mg, (5.81)

where g is the downward vector of the acceleration of gravity. If L3 is the vec-
tor along the figure axis, describing the angular momentum of rotation about the
figure axis, and vp, known as the precession vector, is aligned along the vertical

with magnitude equal to the mean precession angular velocity φ̇, Eq. (5.74), then
the sense and magnitude of the (pseudoregular) precession is given by

vp 3L3 = N. (5.82)

Since any torque about the fixed point or center of mass can be put in the form
R × F, similar to Eq. (5.81), the resulting average precession rate for a “fast” top
can always be derived from Eq. (5.82), with the direction of the force F defining
the precession axis. Almost all engineering applications of gyroscopes involve
the equilibrium behavior (i.e., neglecting transients) which can be derived from
Eq. (5.82).

Free from any torques, a gyroscope spin axis will always preserve its original
direction relative to an inertial system. Gyros can therefore be used to indicate
or maintain specific directions, e.g., provide stabilized platforms. As indicated by
Eq. (5.82), through the precession phenomena they can sense and measure angular
rotation rates and applied torques. Note from Eq. (5.82) that the precession rate
is proportional to the torque, whereas in a nonspinning body it is the angular
acceleration that is given by the torque. Once the torque is removed, a nonspinning
body will continue to move; under similar conditions a gyro simply continues
spinning without precessing.
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The gyrocompass involves more complicated considerations because here
we are dealing with the behavior of a gyroscope fixed in a noninertial system,
while Earth rotates underneath it. In a gyrocompass, an additional precession
is automatically applied by an external torque at a rate just enough to balance
Earth’s rotation rate. Once set in the direction of Earth’s rotation, i.e., the north
direction, the gyrocompass then preserves this direction, at least in slowly mov-
ing vehicles. What has been presented here is admittedly an oversimplified,
highly compressed view of the fascinating technological uses of fast spinning
bodies. To continue further in this direction would regrettably lead us too far
afield.

There are however two examples of precession phenomena in nature for which
a somewhat fuller discussion would be valuable, both for the great interest in
the phenomena themselves and as examples of the techniques derived in this
chapter. The first concerns the types of precession that arise from the torques
induced by Earth’s equatorial “bulge,” and the second is the precession of mov-
ing charges in a magnetic field. The next two sections are concerned with these
examples.

5.8 PRECESSION OF THE EQUINOXES AND OF SATELLITE ORBITS

It has been mentioned previously that Earth is a top whose figure axis is pre-
cessing about the normal to the ecliptic, the plane of Earth’s orbit, a motion
known astronomically as the precession of the equinoxes. Were Earth completely
spherical, none of the other members of the solar system could exert a gravi-
tational torque on it. But, as has been pointed out, Earth deviates slightly from
a sphere, being closely approximated by an oblate spheroid of revolution. It is
just the net torque on the resultant equatorial “bulge” arising from gravitational
attraction, chiefly of the Sun and Moon, that sets Earth’s axis precessing in
space.

To calculate the rate of this precession, a slight excursion into potential theory
is needed to find the mutual gravitational potential of a mass point (representing
the sun or the moon) and a nonspherical distribution of matter. We will find the
properties of the inertia tensor as obtained above very useful in the derivation of
this potential.

Consider a distribution of mass points forming one body, and a single mass
point, mass M , representing the other (cf. Fig. 5.12). If ri is the distance between
the i th point in the distribution and the mass point M , then the mutual gravitational
potential between the two bodies is*

V = −G Mmi

ri
= − G Mmi

r

√
1 +

(
r ′i
r

)2
− 2

r ′i
r cosψi

. (5.83)

*It may be worth a reminder that summation is implied over repeated subscripts.
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FIGURE 5.12 Geometry involved in gravitational potential between an extended body
and a mass point.

In this last expression the terminology of Fig. 5.12 is used: r′i is the radius vector
to the i th particle from a particular point, which will later be taken to be the center
of mass of the first body, r is the corresponding radius vector to the mass point
M , and ψi is the angle between the two vectors. It is well known that a simple
expansion in terms of Legendre polynomials can be given for Eq. (5.83); in fact,
the reciprocal of the square root in Eq. (5.83) is known as the generating function
for Legendre polynomials, so that

V = −G M

r

∑
n=0

mi

(
r ′i
r

)n

Pn(cosψi ), (5.84)

providing r , the distance from the origin to M , is much greater than any r ′i . We
shall make use of only the first three Legendre polynomials that, for reference, are

P0(x) = 1, P1(x) = x, P2(x) = 1
2 (3x2 − 1). (5.85)

For a continuous spherical body, with only a radial variation of density, all
terms except the first in Eq. (5.84) can easily be shown to vanish. Thus, the nth
term inside the summation, for a body with spherical symmetry and mass density
ρ(r ′), can be written

∫ ∫ ∫
d3 R′ρ(r ′)

(
r ′

r

)n

Pn(cosψ).

Using spherical polar coordinates, with the polar axis along r, this becomes

2π
∫

r ′2 dr ′ ρ(r ′)
(

r ′

r

)n ∫ +1

−1
d(cosψ)Pn(cosψ).

From the orthonormal properties of Pn with respect to P0, the integral over cosψ
vanishes except for n = 0, which proves the statement.

If the body deviates only slightly from spherical symmetry, as is the case with
Earth, we would expect the terms in Eq. (5.84) beyond n = 0 to decrease rapidly
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with increasing n. It will therefore be sufficient to retain only the first nonvanish-
ing correction term in Eq. (5.84) to the potential for a sphere. Now, the choice of
the center of mass as origin causes the n = 1 term to vanish identically, since it
can be written

−G M

r2
mir

′
i cosψi = −G M

r3
r ?mi r′i ,

which is zero, by definition of the center of mass. The next term, for n = 2, can
be written

G M

2r3
mir

′
i
2
(1 − 3 cos2 ψi ).

Simple tensor manipulation gives the complete second-order approximation to the
nonspherical potential as

V = −G Mm

r
+ G M

2r3
(3Ir − Tr I),

where m is the mass of the first body (Earth), Ir is the moment of inertia about the
direction of r, and I is the moment of inertia tensor in the principal axis system.
From the diagonal representation of the inertia tensor in the principal axis system,
its trace is just the sum of the principal moments of inertia, so that V can be
written as

V = −G Mm

r
+ G M

2r3
[3Ir − (I1 + I2 + I3)]. (5.86)

Equation (5.86) is sometimes known as MacCullagh’s formula. So far, no
assumption of rotational symmetry has been made. Let us now take the axis of
symmetry to be along the third principal axis, so that I1 = I2. If α, β, γ are the
direction cosines of r relative to the principal axes, then the moment of inertia Ir

can be expressed as

Ir = I1(α
2 + β2)+ I3γ

2 = I1 + (I3 − I1)γ
2. (5.87)

With this form for Ir , the potential, Eq. (5.86), becomes

V = −G Mm

r
+ G M(I3 − I1)

2r3
(3γ 2 − 1),

or

V = −G Mm

r
+ G M(I3 − I1)

r3
P2(γ ). (5.88)

The general form of Eq. (5.88) could have been foretold from the start, for the
potential from a mass distribution obeys Poisson’s equation. The solution appro-
priate to the symmetry of the body, as is well known, is an expansion of terms
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of the form Pn(γ )/rn+1, of which Eq. (5.88) shows the first two nonvanishing
terms. However, this approach does not give the coefficients of the terms any
more simply than the derivation employed here. It should also be remarked that
the expansion of V is the gravitational analog of the multipole expansion of, say,
the electrostatic potential of an arbitrary charged body. The n = 1 term is absent
here because there is only one sign of gravitational “charge” and there can be no
gravitational dipole moment. Further, the inertia tensor is defined analogously to
the quadrupole moment tensor. Therefore, the mechanical effects we are seek-
ing can be said to arise from the gravitational quadrupole moment of the oblate
Earth.*

Of the terms in Eq. (5.88) for the potential, the only one that depends on the
orientation of the body, and thus could give rise to torques, is

V2 = G M(I3 − I1)

r3
P2(γ ). (5.89)

For the example of Earth’s precession, it should be remembered that γ is the
direction cosine between the figure axis of Earth and the radius vector from
Earth’s center to the Sun or Moon. As these bodies go around their apparent orbits,
γ will change. The relation of γ to the more customary astronomical angles can
be seen from Fig. 5.13 where the orbit of the Sun or Moon is taken as being in the
xy plane, and the figure axis of the body in the xz plane. The angle θ between the
figure axis and the z direction is the obliquity of the figure axis. The dot product
of a unit vector along the figure axis with the radius vector to the celestial body
involves only the products of their x-components, so that

γ = sin θ cos η.

Hence, V2 can be written

V2 = G M(I3 − I1)

2r3
(3 sin2 θ cos2 η − 1).

FIGURE 5.13 Figure axis of Earth relative to orbit of mass point.

*Note that so far nothing in the argument restricts the potential of Eq. (5.88) to rigid bodies. The
constraint of rigidity enters only when we require from here on that the principal axes be fixed in the
body and the associated moments of inertia be constant in time.
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As we shall see, the orbital motion is very rapid compared to the precessional
motion, and for the purpose of obtaining the mean precession rate, it will be
adequate to average V2 over a complete orbital period of the celestial body con-
sidered. Since the apparent orbits of the Sun and Moon have low eccentricities, r
can be assumed constant and the only variation is in cos η. The average of cos2 η

over a complete period is 1
2 , and the averaged potential is then

V 2 = G M(I3 − I1)

2r3

(
3

2
sin2 θ − 1

)
= G M(I3 − I1)

2r3

(
1

2
− 3

2
cos2 θ

)
,

or, finally,

V 2 = −G M(I3 − I1)

2r3
P2(cos θ). (5.90)

The torque derived from Eq. (5.90) is perpendicular to both the figure axis and
the normal to the orbit (which plays the same role as the vertical axis for the heavy
top). Hence, the precession is about the direction of the orbit normal vector. The
magnitude of the precession rate can be obtained from Eq. (5.82), but because the
potential differs in form from that for the heavy top, it may be more satisfying to
obtain a more formal derivation. For any symmetric body in which the potential
is a function of cos θ only, the Lagrangian can be written, following Eq. (5.52), as

L = I1

2
(θ̇2 + φ̇2 sin2 θ)+ I3

2
(ψ̇ + φ̇ cos θ)2 − V (cos θ). (5.91)

If we are to assume only uniform precession and are not concerned about the
necessary initial conditions, we can simply take θ̇ and θ̈ to be zero in the equations
of motion. The Lagrange equation corresponding to θ is then

∂L

∂θ
= I1φ̇

2 sin θ cos θ − I3φ̇ sin θ(ψ̇ + φ̇ cos θ)− ∂V

∂θ
= 0

or

I3ω3φ̇ − I1φ̇
2 cos θ = ∂V

∂(cos θ)
, (5.92)

which is the analog of Eq. (5.76′) for a more general potential. For slow pre-
cession, which means basically that φ̇ � ω3, the φ̇2 terms in Eq. (5.92) can be
neglected, and the rate of uniform precession is given by

φ̇ = 1

I3ω3

∂V

∂(cos θ)
. (5.93)

From Eq. (5.51′) we see that for the heavy top Eq. (5.93) agrees with the average
result of Eq. (5.74). With the potential of Eq. (5.90), the precession rate is

φ̇ = − 3G M

2ω3r3

I3 − I1

I3
cos θ. (5.94)
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For the case of the precession due to the Sun, this formula can be put in a
simpler form, by taking r as the semimajor axis of Earth’s orbit and using Kepler’s
law, Eq. (3.71), in the form

ω2
0 =

(
2π

τ

)2

= G M

r3
.

The precession rate, relative to the orbital angular velocity, ω0, is then

φ̇

ω0
= −3

2

ω0

ω3

I3 − I1

I3
cos θ. (5.95)

With the value of (I3 − I1)/I3 as given in Section 5.6, and θ = 23◦27′, Eq. (5.95)
says that the solar-induced precession would be such as to cause a complete rota-
tion of the figure axis about the normal to the ecliptic (plane of Earth’s orbit) in
about 81,000 years.

The Moon is far less massive than the Sun, but it is also much closer; the
net result is that the lunar-induced precession rate is over twice that caused by
the Sun. Since the lunar orbit is close to the ecliptic and has the same sense as
the apparent solar orbit, the two precessions nearly add together arithmetically,
and the combined lunisolar precession rate is 50.25′′/year, or one complete rota-
tion in about 26,000 years. Note that this rate of precession is so slow that the
approximation of neglecting φ̇ compared to ω3 is abundantly satisfied. Because
the Sun, Moon, and Earth are in constant relative motion, and the Moon’s orbit
is inclined about 5◦ to the ecliptic, the precession exhibits irregularities desig-
nated as astronomical nutation. The extent of these periodic irregularities is not
large—about 9′′ of arc in θ and about 18′′ in φ. Even so, they are far larger than
the true nutation that, as Klein and Sommerfeld have shown, is manifested by
the Chandler wobble whose amplitude is never more than a few tenths of an arc
second.

One further application can be made of the potential, Eq. (5.88), and associ-
ated uniform precession rate, Eq. (5.93). It has been stressed that the potential
represents a mutual gravitational interaction; if it results in torques acting on the
spinning Earth, it also gives rise to (noncentral) forces acting on the mass point M .
The effect of these small forces appears as a precession of the plane of the orbit
of the mass point, relative to an inertial frame. It is possible to obtain an approx-
imate formula for this precession by an argument again based on the behavior of
spinning rigid bodies.

Since the precession rates are small compared to the orbital angular veloc-
ity, we can again average over the orbit. The averaging in effect replaces the
particle by a rigid ring of mass M with the same radius as the (assumed circu-
lar) orbit, spinning about the figure axis of the ring with the orbital frequency.
Equation (5.90) gives the potential field in which this ring is located, with θ
the angle between the figure axes of the ring and Earth. The average preces-
sion rate is still given by Eq. (5.93), but now I3 and ω3 refer to the spinning
ring and not Earth. It would therefore be better to rewrite Eq. (5.93) for this
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application as

φ̇ = τ

2πMr2

∂V

∂(cos θ)
, (5.93′)

and Eq. (5.94) appears as

φ̇ = − τ

2π

3

2

G(I3 − I1)

r5
cos θ. (5.94′)

Equation (5.94′) could be used, for example, to find the precession of the orbit
of the Moon due to Earth’s oblateness. A more current application would be
to the precession of nearly circular orbits of artificial satellites revolving about
Earth. The fraction of a complete precession rotation in one period of the satel-
lite is

φ̇τ

2π
= −

( τ
2π

)2 3

2

G(I3 − I1)

r5
cos θ.

An application of Kepler’s law, this time for the period of the satellite, reduces
this result to

φ̇τ

2π
= −3

2

I3 − I1

mr2
cos θ, (5.96)

where m is Earth’s mass. If Earth were a uniform sphere, then the principal
moments of inertia would be

I3 ∼ I1 = 2
5 m R2,

with R Earth’s radius. Because the core is much more dense than the outer layers,
the moment of inertia is smaller, such that in fact*

I3 = 0.331m R2 ≈ 1
3 m R2.

The approximate precession is thus given by

φ̇τ

2π
= −1

2

I3 − I1

I3

(
R

r

)2

cos θ. (5.97)

For a “close” satellite where r is very close to R, and the inclination of the satellite
orbit to the equator is, say, 30◦, Eq. (5.97) says that the plane of the orbit precesses
completely around 2π in about 700 orbits of the satellite. Since the period of a
close satellite is about 1 1

2 hours, complete rotation of the orbital plane occurs
in a little over six weeks time. Clearly the effect is quite significant. We shall
rederive the precession of the satellite orbit later on, when we discuss the subject
of perturbation theory (cf. Section 12.3).

*The best values of I3 are now obtained from observation of just such effects on satellite orbits.
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5.9 PRECESSION OF SYSTEMS OF CHARGES IN A MAGNETIC FIELD

The motion of systems of charged particles in magnetic fields does not normally
involve rigid body motion. In a number of particular instances, the motion is how-
ever most elegantly discussed using the techniques developed here for rigid body
motion. For this reason, and because of their importance in atomic and nuclear
physics, a few examples will be given here.

The magnetic moment of a system of moving charges (relative to a particular
origin) is defined as

M = 1

2
qi (ri 3 vi )→ 1

2

∫
dV ρe(r)(r3 v). (5.98)

Here the first expression is a sum over discrete particles with charge qi , while the
second is the corresponding generalization to a continuous distribution of charge
density ρe(r). The angular momentum of the system under corresponding con-
ventions is

L = mi (ri 3 vi )→
∫

dV ρm(r)(r3 v).

Both the magnetic moment and the angular momentum have a similar form.
We shall restrict the discussion to situations in which M is directly proportional
to L:

M = γL, (5.99)

most naturally by having a uniform q/m ratio for all particles or at all points in
the continuous system. In such cases, the gyromagnetic ratio γ is given by

γ = q

2m
, (5.100)

but, with an eye to models of particle and atomic spin, γ will often be left unspec-
ified. The forces and torques on a magnetic dipole may be considered as derived
from a potential

V = −(M ?B). (5.101)

It is implied along with Eq. (5.101) that the magnetic field is substantially
constant over the system. Indeed, the picture applies best to a pointlike magnetic
moment whose magnitude is not affected by the motion it undergoes—a picture
appropriate to permanent magnets or systems on an atomic or small scale. With
uniform B, the potential depends only on the orientation of M relative to B; no
forces are exerted on the magnetic moment, but there is a torque

N = M3B. (5.102)
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(Compare with Eq. (5.81).) The time rate of change of the total angular momen-
tum is equal to this torque, so that in view of Eq. (5.99) we can write

dL
dt

= γL3B. (5.103)

But this is exactly the equation of motion for a vector of constant magnitude
rotating in space about the direction of B with an angular velocity v = −γB.
The effect of a uniform magnetic field on a permanent magnetic dipole is to cause
the angular momentum vector (and the magnetic moment) to precess uniformly.

For the classical gyromagnetic ratio, Eq. (5.100), the precession angular
velocity is

vi = −qB
2m
, (5.104)

known as the Larmor frequency. For electrons q is negative, and the Larmor
precession is counterclockwise around the direction of B.

As a second example, consider a collection of moving charged particles, with-
out restrictions on the nature of their motion, but assumed to all have the same
q/m ratio, and to be in a region of uniform constant magnetic field. It will also
be assumed that any interaction potential between particles depends only on the
scalar distance between the particles. The Lagrangian for the system can be writ-
ten (cf. Eq. (1.63)). L is a system quantity so sum over repeated i’s and all j’s �= i
for the rest of this chapter.

L = 1

2
miv

2
i + q

m
mi vi ?A(ri )− V (|ri − r j |), (5.105)

where the constant magnetic field B is generated by a vector potential A:

A = 1
2 B3 r. (5.106)

In terms of B, the Lagrangian has the form (permuting dot and cross products)

L = 1

2
miv

2
i + qB

2m
? (ri × mi vi )− V (|ri − r j |). (5.107)

The interaction term with the magnetic field can be variously written (cf.
Eqs. (5.101) and (5.104))

qB · L
2m

= M ?B = −vi ? (ri 3mi vi ). (5.108)

Suppose now we express the Lagrangian in terms of coordinates relative to
“primed” axes having a common origin with the original set, but rotating uni-
formly about the direction of B with angular velocity vl . Distance vectors from
the origin are unchanged as are scalar distances such as |ri − r j |. However,
velocities relative to the new axes differ from the original velocities by the relation

vi = v′i +vl 3 ri .
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The two terms in the Lagrangian affected by the transformation are

miv
2
i

2
= miv

′
i
2

2
+ mi v′i ? (vl 3 ri )+ mi

2
(vl 3 ri ) ? (vl 3 ri ),

−vl ? ri 3mi vi = −vl ? (ri 3mi v′i )−vl ? (ri 3mi (vl 3 ri )).

By permuting dot and cross product, we can see that the terms linear in vl and
v′i are just equal and opposite and therefore cancel in the Lagrangian. A similar
permutation in the terms quadratic in ωl show that they are of the same form and
are related to the moment of inertia of the system about the axis defined by vl (cf.
Section 5.3). The quadratic term in the Lagrangian can in fact be written as

−mi

2
(vl 3 ri ) ? (vl 3 ri ) = −1

2
vl ? I ?vl = −1

2
Ilω

2
l , (5.109)

where Il denotes the moment of inertia about the axis of vl . In terms of coordi-
nates in the rotating system, the Lagrangian thus has the simple form

L = 1
2 miv

′
i
2 − V (|ri − r j |)− 1

2 Ilω
2
l , (5.110)

from which all linear terms in the magnetic field have disappeared.
We can get an idea of the relative magnitude of the quadratic term by con-

sidering a situation in which the motion of the system consists of a rotation with
some frequency ω, e.g., an electron revolving around the atomic nucleus. Then for
systems not too far from spherical symmetry, the kinetic energy is approximately
1
2 Iω2 (without subscripts on the moment of inertia) and the linear term in ωl is
on the order of vl ?L ≈ Iωlω. Hence, the quadratic term in Eq. (5.110) is on
the order of (ωl/ω)

2 compared to the kinetic energy, and on the order of (ωl/ω)

relative to the linear term.
In most systems on the atomic or smaller scale, the natural frequencies are

much larger than the Larmor frequency. Compare, for example, the frequency of
a spectral line (which is a difference of natural frequencies) to the frequency shift
in the simple Zeeman effect, which is proportional to the Larmor frequency. Thus,
for such systems the motion in the rotating system is the same as in the laboratory
system when there is no magnetic field. What we have is Larmor’s theorem, which
states that to first order in B, the effect of a constant magnetic field on a classical
system is to superimpose on its normal motion a uniform precession with angular
frequency vl .

DERIVATIONS

1. If Ri is an antisymmetric matrix associated with the coordinates of the i th mass point
of a system, with elements Rmn = εmnl xl show that the matrix of the inertia tensor
can be written as

I = −mi (Ri )
2.
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2. Show directly by vector manipulation that the definition of the moment of inertia as

I = mi (ri 3 n) ? (ri 3n)

reduces to Eq. (5.18).

3. Prove that for a general rigid body motion about a fixed point, the time variation of
the kinetic energy T is given by

dT

dt
= v?N.

4. Derive Euler’s equations of motion, Eq. (5.39′), from the Lagrange equation of
motion, in the form of Eq. (1.53), for the generalized coordinate ψ .

5. Equation (5.38) holds for the motions of systems that are not rigid, relative to a chosen
rotating set of coordinates. For general nonrigid motion, if the rotating axes are chosen
to coincide with the (instantaneous) principal axes of the continuous system, show that
Eqs. (5.39) are to be replaced by

d(Iiωi )

dt
+ εi jkω jωk Ik − ωi

d Ii

dt
= Ni , i = 1, 2, 3,

where

Ii =
∫

dV ρ(r)εi jk x jv
′
k

with ρ(r) the mass density at point r, and v′ the velocity of the system point at r
relative to the rotating axes. These equations are sometimes known as the Liouville
equations and have applications for discussing almost-rigid motion, such as that of
Earth including the atmosphere and oceans.

6. (a) Show that the angular momentum of the torque-free symmetrical top rotates in
the body coordinates about the symmetry axis with an angular frequency�. Show
also that the symmetry axis rotates in space about the fixed direction of the angular
momentum with the angular frequency

φ̇ = I3ω3

I1 cos θ
,

where φ is the Euler angle of the line of nodes with respect to the angular
momentum as the space z axis.

(b) Using the results of Exercise 15, Chapter 4, show that v rotates in space about
the angular momentum with the same frequency φ̇, but that the angle θ ′ between
v and L is given by

sin θ ′ = �

φ̇
sin θ ′′,

where θ ′′ is the inclination of v to the symmetry axis. Using the data given
in Section 5.6, show therefore that Earth’s rotation axis and the axis of angular
momentum are never more than 1.5 cm apart on Earth’s surface.

(c) Show from parts (a) and (b) that the motion of the force-free symmetrical top
can be described in terms of the rotation of a cone fixed in the body whose axis
is the symmetry axis, rolling on a fixed cone in space whose axis is along the
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angular momentum. The angular velocity vector is along the line of contact of the
two cones. Show that the same description follows immediately from the Poinsot
construction in terms of the inertia ellipsoid.

7. For the general asymmetrical rigid body, verify analytically the stability theorem
shown geometrically above on p. 204 by examining the solution of Euler’s equations
for small deviations from rotation about each of the principal axes. The direction of
v is assumed to differ so slightly from a principal axis that the component of v along
the axis can be taken as constant, while the product of components perpendicular to
the axis can be neglected. Discuss the boundedness of the resultant motion for each of
the three principal axes.

8. When the rigid body is not symmetrical, an analytic solution to Euler’s equation for
the torque-free motion cannot be given in terms of elementary functions. Show, how-
ever, that the conservation of energy and angular momentum can be used to obtain
expressions for the body components of v in terms of elliptic integrals.

9. Apply Euler’s equations to the problem of the heavy symmetrical top, expressing ωi
in terms of the Euler angles. Show that the two integrals of motion, Eqs. (5.53) and
(5.54), can be obtained directly from Euler’s equations in this form.

10. Obtain from Euler’s equations of motion the condition (5.77) for the uniform preces-
sion of a symmetrical top in a gravitational field, by imposing the requirement that the
motion be a uniform precession without nutation.

11. Show that the magnitude of the angular momentum for a heavy symmetrical top can
be expressed as a function of θ and the constants of the motion only. Prove that as a
result the angular momentum vector precesses uniformly only when there is uniform
precession of the symmetry axis.

12. (a) Consider a primed set of axes coincident in origin with an inertial set of axes
but rotating with respect to the inertial frame with fixed angular velocity v0. If a
system of mass points is subject to forces derived from a conservative potential
V depending only on the distance to the origin, show that the Lagrangian for the
system in terms of coordinates relative to the primed set can be written as

L = T ′ +v0 ?L′ + 1
2v0 ? I′ ?v0 − V,

where primes indicate the quantities evaluated relative to the primed set of axes.
What is the physical significance of each of the two additional terms?

(b) suppose that v0 is in the x ′2x ′3 plane, and that a symmetric top is constrained to
move with its figure axis in the x ′3x ′1 plane, so that only two Euler angles are
needed to describe its orientation. If the body is mounted so that the center of
mass is fixed at the origin and V = 0, show that the figure axis of the body
oscillates about the x ′3 axis according to the plane-pendulum equation of motion
and find the frequency of small oscillations. This illustrates the principle of the
gyro compass.

EXERCISES

13. Two thin rods each of mass m and length l are connected to an ideal (no friction) hinge
and a horizontal thread. The system rests on a smooth surface as shown in the figure.
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At time t = 0, the thread is cut. Neglecting the mass of the hinge and the thread, and
considering only motion in the xy plane

(a) Find the speed at which the hinge hits the floor.

(b) Find the time it takes for the hinge to hit the floor.

14. What is the height-to-diameter ratio of a right cylinder such that the inertia ellipsoid
at the center of the cylinder is a sphere?

15. Find the principal moments of inertia about the center of mass of a flat rigid body in
the shape of a 45◦ right triangle with uniform mass density. What are the principal
axes?

16. A system of three particles of masses 40, 50 and 60 gm has the center of mass at (2,
2, 2). Where can a fourth particle of mass 70 gm be placed so that the position of the
new center of mass will be at (0, 0, 0)?

17. A uniform right circular cone of height h, half-angle α, and density ρ rolls on its
side without slipping on a uniform horizontal plane in such a manner that it returns
to its original position in a time τ . Find expressions for the kinetic energy and the
components of the angular momentum of the cone.

18. (a) A bar of negligible weight and length l has equal mass points m at the two ends.
The bar is made to rotate uniformly about an axis passing through the center
of the bar and making an angle θ with the bar. From Euler’s equations find the
components along the principal axes of the bar of the torque driving the bar.

(b) From the fundamental torque equation (1.26) find the components of the torque
along axes fixed in space. Show that these components are consistent with those
found in part (a).

19. A uniform bar of mass M and length 2l is suspended from one end by a spring of
force constant k. The bar can swing freely only in one vertical plane, and the spring is
constrained to move only in the vertical direction. Set up the equations of motion in
the Lagrangian formulation.
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20. A plane pendulum consists of a uniform rod of length l and negligible thickness with
mass m, suspended in a vertical plane by one end. At the other end a uniform disk of
radius a and mass M is attached so it can rotate freely in its own plane, which is the
vertical plane. Set up the equations of motion in the Lagrangian formulation.

21. A compound pendulum consists of a rigid body in the shape of a lamina suspended
in the vertical plane at a point other than the center of gravity. Compute the period
for small oscillations in terms of the radius of gyration about the center of gravity
and the separation of the point of suspension from the center of gravity. Show that if
the pendulum has the same period for two points of suspension at unequal distances
from the center of gravity, then the sum of these distances is equal to the length of the
equivalent simple pendulum.

22. A uniform rod slides with its ends inside a smooth vertical circle. If the rod subtends
an angle of 120◦ at the center of the circle, show that the equivalent simple pendulum
has a length equal to the radius of the circle.

23. An automobile is started from rest with one of its doors initially at right angles. If
the hinges of the door are toward the front of the car, the door will slam shut as the
automobile picks up speed. Obtain a formula for the time needed for the door to close
if the acceleration f is constant, the radius of gyration of the door about the axis of
rotation is r0, and the center of mass is at a distance a from the hinges. Show that
if f is 0.3 m/s2 and the door is a uniform rectangle 1.2 m wide, the time will be
approximately 3.04 s.

24. A wheel rolls down a flat inclined surface that makes an angle α with the horizontal.
The wheel is constrained so that its plane is always perpendicular to the inclined
plane, but it may rotate about the axis normal to the surface. Obtain the solution for
the two-dimensional motion of the wheel, using Lagrange’s equations and the method
of undetermined multipliers.

25. (a) Express in terms of Euler’s angles the constraint conditions for a uniform sphere
rolling without slipping on a flat horizontal surface. Show that they are nonholo-
nomic.

(b) Set up the Lagrangian equations for this problem by the method of Lagrange
multipliers. Show that the translational and rotational parts of the kinetic energy
are separately conserved. Are there any other constants of motion?

26. For the axially symmetric body precessing uniformly in the absence of torques, find
analytical solutions for the Euler angles as a function of time.

27. In Section 5.6, the precession of Earth’s axis of rotation about the pole was calculated
on the basis that there were no torques acting on Earth. Section 5.8, on the other hand,
showed that Earth is undergoing a forced precession due to the torques of the Sun
and Moon. Actually, both results are valid: The motion of the axis of rotation about
the symmetry axis appears as the nutation of the Earth in the course of its forced
precession. To prove this statement, calculate θ and φ̇ as a function of time for a
heavy symmetrical top that is given an initial velocity φ̇0, which is large compared
with the net precession velocity β/2a, but which is small compared with ω3. Under
these conditions, the bounding circles for the figure axis still lie close together, but
the orbit of the figure axis appears as in Fig. 5.9(b), that is, shows large loops that
move only slowly around the vertical. Show for this case that (5.71) remains valid but
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now

x1 =
(
β

a2
− 2φ̇0

a

)
sin2 θ0.

From these values of θ and φ̇, obtain ω1 and ω2, and show that for β/2a small com-
pared with φ̇0, the vector v precesses around the figure axis with an angular velocity

� = I3 − I1

I1
v3

in agreement with Eq. (5.49). Verify from the numbers given in Section 5.6 that φ̇0
corresponds to a period of about 1600 years, so that φ̇0 is certainly small compared
with the daily rotation and is sufficiently large compared with β/2a, which corre-
sponds to the precession period of 26,000 years.

28. Suppose that in a symmetrical top each element of mass has a proportionate charge
associated with it, so that the e/m ratio is constant—the so-called charged symmetric
top. If such a body rotates in a uniform magnetic field the Lagrangian, from (5.108), is

L = T −vl ?L.

Show that T is a constant (which is a manifestation of the property of the Lorentz
force that a magnetic field does no work on a moving charge) and find the other
constants of motion. Under the assumption that ωl is much smaller than the initial
rotational velocity about the figure axis, obtain expressions for the frequencies and
amplitudes of nutation and precession. From where do the kinetic energies of nutation
and precession come?

29. A homogeneous cube of sides l is initially at rest in unstable equilibrium with one edge
in contact with a horizontal plane. The cube is given a small angular displacement and
allowed to fall. What is the angular velocity of the cube when one face contacts the
plane if:

(a) the edge in contact with the plane cannot slide?

(b) the plane is frictionless so the edge can slide?

30. A door is constructed of a thin homogeneous material. It has a height of 2 m and a
width of 0.9 m. If the door is opened by 90◦ and released from rest, it is observed that
the door closes itself in 3 s. Assuming that the hinges are frictionless, what angle do
these hinges make with the vertical?
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6 Oscillations

A class of mechanical motions that can best be treated in the Lagrangian
formulation is that of the oscillations of a system about positions of equilib-
rium. The theory of small oscillations finds widespread physical applications
in acoustics, molecular spectra, vibrations of mechanisms, and coupled electri-
cal circuits. If the deviations of the system from stable equilibrium conditions
are small enough, the motion can generally be described as that of a system of
coupled linear harmonic oscillators. It will be assumed the reader is familiar
with the properties of a simple harmonic oscillator of one degree of freedom,
both in free and forced oscillation, with and without damping. Here the emphasis
will be on methods appropriate to discrete systems with more than one degree
of freedom. As will be seen, the mathematical techniques required turn out
to be very similar to those employed in studying rigid body motion, although
the mechanical systems considered need not involve rigid bodies at all. Anal-
ogous treatments of oscillations about stable motions can also be developed,
but these are most easily done in the Hamiltonian formulation presented in
Chapter 8.

6.1 FORMULATION OF THE PROBLEM

We consider conservative systems in which the potential energy is a function of
position only. It will be assumed that the transformation equations defining the
generalized coordinates of the system, q1, . . . , qn , do not involve the time explic-
itly. Thus, time-dependent constraints are to be excluded. The system is said to be
in equilibrium when the generalized forces acting on the system vanish:

Qi = −
(
∂V

∂qi

)
0
= 0. (6.1)

The potential energy therefore has an extremum at the equilibrium configuration
of the system, q01, q02, . . . , q0n . If the configuration is initially at the equilib-
rium position, with zero initial velocities q̇n , then the system will continue in
equilibrium indefinitely. Examples of the equilibrium of mechanical systems are
legion—a pendulum at rest, a suspension galvanometer at its zero position, an egg
standing on end.

An equilibrium position is classified as stable if a small disturbance of the
system from equilibrium results only in small bounded motion about the rest

238
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position. The equilibrium is unstable if an infinitesimal disturbance eventually
produces unbounded motion. A pendulum at rest is in stable equilibrium, but
the egg standing on end is an obvious illustration of unstable equilibrium. It
can be readily seen that when the extremum of V is a minimum the equilib-
rium must be stable. Suppose the system is disturbed from the equilibrium by
an increase in energy dE above the equilibrium energy. If V is a minimum at
equilibrium, any deviation from this position will produce an increase in V .
By the conservation of energy, the velocities must then decrease and eventually
come to zero, indicating bound motion. On the other hand, if V decreases as the
result of some departure from equilibrium, the kinetic energy and the velocities
increase indefinitely, corresponding to unstable motion. The same conclusion
may be arrived at graphically by examining the shape of the potential energy
curve, as shown symbolically in Fig. 6.1. A more rigorous mathematical proof
that stable equilibrium requires a minimum in V will be given in the course of the
discussion.

We shall be interested in the motion of the system within the immediate neigh-
borhood of a configuration of stable equilibrium. Since the departures from equi-
librium are too small, all functions may be expanded in a Taylor series about the
equilibrium, retaining only the lowest-order terms. The deviations of the general-
ized coordinates from equilibrium will be denoted by ηi :

qi = q0i + ηi , (6.2)

and these may be taken as the new generalized coordinates of the motion.
Expanding the potential energy about q0i , we obtain

V (q1, . . . , qn) = V (q01, . . . , q0n)+
(
∂V

∂qi

)
0
ηi + 1

2

(
∂2V

∂qi∂q j

)
0

ηiη j + · · · ,
(6.3)

FIGURE 6.1 Shape of the potential energy curve at equilibrium.
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where the summation convention has been invoked, as usual. The terms linear in
ηi vanish automatically in consequence of the equilibrium conditions (6.1). The
first term in the series is the potential energy of the equilibrium position, and by
shifting the arbitrary zero of potential to coincide with the equilibrium potential,
this term may also be made to vanish. We are therefore left with the quadratic
terms as the first approximation to V :

V = 1

2

(
∂2V

∂qi∂q j

)
0

ηiη j = 1

2
Vi jηiη j , (6.4)

where the second derivatives of V have been designated by the constants Vi j

depending only upon the equilibrium values of the qi ’s. It is obvious from
their definition that the Vi j ’s are symmetrical, that is, that Vi j = Vji . The Vi j

coefficients can vanish under a variety of circumstances. Thus, the potential can
simply be independent of a particular coordinate, so that equilibrium occurs
at any arbitrary value of that coordinate. We speak of such cases as neutral
or indifferent equilibrium. It may also happen, for example, that the potential
behaves like a quadratic at that point, again causing one or more of the Vi j ’s to
vanish. Either situation calls for special treatment in the mathematical discussion
that follows.

A similar series expansion can be obtained for the kinetic energy. Since the
generalized coordinates do not involve the time explicitly, the kinetic energy is a
homogeneous quadratic function of the velocities (cf. Eq. (1.71)):

T = 1
2 mi j q̇i q̇ j = 1

2 mi j η̇i η̇ j . (6.5)

The coefficients mi j are in general functions of the coordinates qk , but they may
be expanded in a Taylor series about the equilibrium configuration:

mi j (q1, . . . , qn) = mi j (q01, . . . , q0n)+
(
∂mi j

∂qk

)
0
ηk + · · · .

As Eq. (6.5) is already quadratic in the η̇i ’s, the lowest nonvanishing approxima-
tion to T is obtained by dropping all but the first term in the expansions of mi j .
Denoting the constant values of the mi j functions at equilibrium by Ti j , we can
therefore write the kinetic energy as

T = 1
2 Ti j η̇i η̇ j . (6.6)

It is again obvious that the constants Ti j must be symmetric, since the individ-
ual terms in Eq. (6.6) are unaffected by an interchange of indices. From Eqs. (6.4)
and (6.6), the Lagrangian is given by

L = 1
2 (Ti j η̇i η̇ j − Vi jηiη j ). (6.7)
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Taking the η’s as the general coordinates, the Lagrangian of Eq. (6.7) leads to the
following n equations of motion:

Ti j η̈ j + Vi jη j = 0, (6.8)

where explicit use has been made of the symmetry property of the Vi j and Ti j

coefficients. Each of Eqs. (6.8) will involve, in general, all of the coordinates ηi ,
and it is this set of simultaneous differential equations that must be solved to
obtain the motion near the equilibrium.

In almost all cases of interest, the kinetic energy term can be easily written so
as to have no cross terms.* This corresponds to the Lagrangian

L = 1
2 (Ti η̇

2
i − Vi jηiη j ), (6.9)

which generates the following equations of motion

Ti η̈i + Vi jη j = 0. (no sum over i) (6.10)

6.2 THE EIGENVALUE EQUATION
AND THE PRINCIPAL AXIS TRANSFORMATION

The equations of motion (6.8) are linear differential equations with constant
coefficients, of a form familiar from electrical circuit theory. We are therefore led
to try an oscillatory solution of the form

ηi = Cai e
−iωt . (6.11)

Here Cai gives the complex amplitude of the oscillation for each coordinate ηi ,
the factor C being introduced for convenience as a scale factor, the same for all
coordinates. It is understood of course that it is the real part of Eq. (6.11) that
is to correspond to the actual motion. Substitution of the trial solution (6.11)
into the equations of motion leads to the following equations for the amplitude
factors:

(Vi j a j − ω2Ti j a j ) = 0. (6.12)

Equations (6.12) constitute n linear homogeneous equations for the ai ’s,
and consequently can have a nontrivial solution only if the determinant of the

*Mathematically, we could go even further when the coordinates are Cartesian and making the Ti j =
δi j by rescaling the coordinates. Such coordinates are called mass-weighted coordinates since they
are generated by dividing the coordinates by the square root of the mass. This transforms the kinetic
energy to the form

T = η̇i η̇i

2
.

This reduces the problem to the eigenvalue problem of Chapters 4 and 5, only in n dimensions instead
of three; however, the mathematical simplification can obscure the physics, since each coordinate can
have a different characteristic scale.
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coefficients vanishes:∣∣∣∣∣∣∣∣∣

V11 − ω2T11 V12 − ω2T12 . . .

V21 − ω2T21 V22 − ω2T22

V31 − ω2T31
...

∣∣∣∣∣∣∣∣∣
= 0. (6.13)

This determinantal condition is in effect an algebraic equation of the nth degree
for ω2, and the roots of the determinant provide the frequencies for which
Eq. (6.11) represents a correct solution to the equations of motion. For each
of these values of ω2, Eqs. (6.12) may be solved for the amplitudes of ai , or more
precisely, for n − 1 of the amplitudes in terms of the remaining ai .

Equations (6.12) represent a type of eigenvalue equation, for writing Ti j as an
element of the matrix T, the equations may be written

Va = λTa. (6.14)

Here the effect of V on the eigenvector a is not merely to reproduce the vector
times the factor λ, as in the ordinary eigenvalue problem. Instead, the eigenvector
is such that V acting on a produces a multiple of the result of T acting on a. We
shall show that the eigenvalues λ for which Eq. (6.14) can be satisfied are all real
in consequence of the symmetric and reality properties of T and V, and, in fact,
must be positive. It will also be shown that the eigenvectors a are orthogonal—in
a sense. In addition, the matrix of the eigenvectors, A, diagonalizes both T and V,
the former to the unit matrix 1 and the latter to a matrix whose diagonal elements
are the eigenvalues λ. Most importantly it is necessary to show that a and λ are
real.

Proceeding as in Section 5.4, let ak be a column matrix representing the kth
eigenvector, satisfying the eigenvalue equation*

Vak = λkTak . (6.15)

Assume now that the only solution to Eq. (6.15) involves complex λ and ak . The
adjoint equation, i.e., the transposed complex conjugate equation, for λl has the
form

a†
l V = λ∗l a†

l T. (6.16)

Here a†
l stands for the adjoint vector—the complex conjugate row matrix—and

explicit use has been made of the fact that the V and T matrices are real and
symmetric. Multiply Eq. (6.16) from the right by ak and subtract the result of
the similar product of Eq. (6.15) from the left with a†

l . The left-hand side of the

*It hardly need be added that there is no summation over k in Eq. (6.15). Indeed, in this chapter the
summation convention will apply only to the components of matrices or tensors (of any rank) and not
to the matrices and tensors themselves.
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difference equation vanishes, leaving only

0 = (λk − λ∗l )a†
l Tak . (6.17)

When l = k, Eq. (6.17) becomes

(λk − λ∗k)a†
kTak = 0. (6.18)

That the matrix product in Eq. (6.18) is real can be shown immediately by taking
its complex conjugate and using the symmetry property of T. However, we want
to prove that the matrix product is not only real but is positive definite. For this
purpose, separate ak into its real and imaginary components:

ak = ak + ibk .

The matrix product can then be written as

a†
kTak = ãkTak + b̃kTbk + i(ãkTbk − b̃kTak). (6.19)

The imaginary term vanishes by virtue of the symmetry of T and therefore, as
noted earlier, the matrix product is real. Further, the kinetic energy in Eq. (6.6)
can be rewritten in terms of a column matrix ḣ as

T = 1
2
˜̇hTḣ. (6.20)

Hence, the first two terms in Eq. (6.18) are twice the kinetic energies when the
velocity matrix ḣk has the values ak and bk , respectively. Now, a kinetic energy
by its physical nature must be positive definite for real velocities, and therefore
the matrix product in Eq. (6.18) cannot be zero. It follows that the eigenvalues λk

must be real.
Since the eigenvalues are real, the ratios of the eigenvector components a jk

determined by Eqs. (6.15) must all be real. There is still some indeterminateness
of course since the value of a particular one of the a jk’s can still be chosen at will
without violating Eqs. (6.15). We can require however that this component shall
be real, and the reality of λk then ensures the reality of all the other components.
(Any complex phase factor in the amplitude of the oscillation will be thrown into
the factor C , Eq. (6.11).) Multiply now Eq. (6.15) by ãk from the left and solve
for λk :

λk = ãkVak

ãkTak
. (6.21)

The denominator of this expression is equal to twice the kinetic energy for veloc-
ities aik and since the eigenvectors are all real, the sum must be positive definite.
Similarly, the numerator is the potential energy for coordinates aik , and the con-
dition that V be a minimum at equilibrium requires that the sum must be positive
or zero. Neither numerator nor denominator can be negative, and the denominator
cannot be zero, hence λ is always finite and positive. (It may however be zero.)
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Recall that λ stands for ω2, so that positive λ corresponds to real frequencies of
oscillation. Were the potential not a local minimum, the numerator in Eq. (6.21)
might be negative, giving rise to imaginary frequencies that would produce an
unbounded exponential increase of the ηi with time. Such motion would obvi-
ously be unstable, and we have here the promised mathematical proof that a min-
imum of the potential is required for stable motion.

Let us return for the moment to Eq. (6.17) which, in view of the reality of the
eigenvalues and eigenvectors, can be written

(λk − λl)ãlTak = 0. (6.17′)

If all the roots of the secular equation are distinct, then Eq. (6.17′) can hold only
if the matrix product vanishes for l not equal to k:

ãlTak = 0, l �= k. (6.22a)

It has been remarked several times that the values of the a jk’s are not completely
fixed by the eigenvalue equations (6.12). We can remove this indeterminacy by
requiring further that

ãkTak = 1. (6.22b)

There are n such equations (6.22), and they uniquely fix the one arbitrary compo-
nent of each of the n eigenvectors ak .* If we form all the eigenvectors ak into
a square matrix A with components a jk (cf. Section 4.6), then the two equa-
tions (6.22a and b) can be combined into one matrix equation:

ÃTA = 1. (6.23)

When two or more of the roots are repeated, the argument leading to Eq. (6.22a)
falls through for λl = λk . We shall reserve a discussion of this exceptional case
of degeneracy for a later time. For the present, suffice it to state that a set of
a jk coefficients can always be found that satisfies both the eigenvalue conditions
Eqs. (6.10), and Eq. (6.22a), so that Eq. (6.23) always holds.

In Chapter 4, the similarity transformation of a matrix C by a matrix B was
defined by the equation (cf. Eq. (4.41):

C′ = BCB−1.

*Equation (6.22b) may be put in a form that explicitly shows that it suffices to remove the indetermi-
nacy in the a jk ’s. Suppose it is the magnitude of a1k that is to be evaluated; the ratio of all the other
a jk ’s to a1k is obtained from Eqs. (6.12). Then Eq. (6.22b) can be written as

∑
i. j

Ti j
aik

a1k

a jk

a1k
= 1

a2
1k

.

The left-hand side is completely determined from the eigenvalue equations and may be evaluated
directly to provide a1k .
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We now introduce the related concept of the congruence transformation of C by
A according to the relation

C′ = ÃCA. (6.24)

If A is orthogonal, so that Ã = A−1, there is no essential difference between
the two types of transformation (as may be seen by denoting A−1 by the matrix
B). Equation (6.23) can therefore be read as the statement that A transforms T
by a congruence transformation into a diagonal matrix, in particular into the unit
matrix.

If a diagonal matrix l with elements λik = λkδik is introduced, the eigenvalue
equations (6.15) may be written

Vi j a jk = Ti j a jlλlk,

which becomes in matrix notation

VA = TAl. (6.25)

Multiplying by Ã from the left, Eq. (6.25) takes the form

ÃVA = ÃTAl,

which by Eq. (6.23) reduces to

ÃVA = l. (6.26)

Our final equation (6.26) states that a congruence transformation of V by
A changes it into a diagonal matrix whose elements are the eigenvalues λk .
Eq. (6.26) has solutions

|V − l1| = 0. (6.26′)

In summary we can use normalized Cartesian coordinates so that Ti j = δi j which
reduces the physics to solving

ÃA = 1 (4.36) and ÃVA = Vdiagonal (6.26),

or we may choose more general goordinates where Ti j �= δi j , even allowing
Ti j = Tji �= 0 for i �= j , and use

ÃTA = 1 (6.23) and ÃVA = Vdiagonal (6.26),

to solve the general problem.
As an example, we consider a particle of mass m with two degrees of freedom

(x1, x2) that obeys the Lagrangian (cf. Eq. (6.9))

L = 1
2 m(ẋ2

1 + ẋ2
2)− 1

2 Vi j xi x j
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where the Vi j are constants. The congruence transformation (6.26) has solutions
only when Eq. (6.26′) is satisfied, so

∣∣∣∣V11 − λ V12
V21 V22 − λ

∣∣∣∣ = 0

This equation has two solutions:

λ1 = 1
2

(
V11 + V22 +

√
(V11 − V22)2 + 4V12V21

)
λ2 = 1

2

(
V11 + V22 −

√
(V11 − V22)2 + 4V12V21

)
.

Associated with the eigenvalues λi are the eigenvectors ai j that satisfy

ai j (Vi j − λiδi j ) = 0 and a2
i1 + a2

i2 = 1 (sum on j , not i)

We consider two limiting cases. The first case assumes V11 > V22 > 0 and
0 �= V21 = V12 � (V11−V22). We write the small quantity δ = [V12/(V11−V22)]
then, to first order in δ, the eigenvalues are

λ1 = V11 + V12δ

λ2 = V22 − V12δ
(6.27)

whose eigenvectors are, to lowest order in δ,

a =
[

a11 a21
a12 a22

]
=

[
1 − δ2

2 −δ + δ3

2

δ − δ3

2 1 − δ2

2

]
. (6.28)

These correspond to the relations

a11 = a22 and a12 = −a21.

The other limiting case assumes V12 > V22 > 0 and (V11−V22)� V12 = V21.
We now write ε = (V11 − V22)/8V12, which is a small quantity. To first order in
ε the eigenvalues are

λ1 = 1
2 (V11 + V22)+ V12 + (V11 − V22)ε

λ2 = 1
2 (V11 + V22)− V12 − (V11 − V22)ε

(6.29)

whose eigenvectors are, to lowest order in ε,

a =
[

a11 a21
a12 a22

]
=

⎡
⎣ 1√

2
(1 + 2ε) − 1√

2
(1 − 2ε)

1√
2
(1 − 2ε) 1√

2
(1 + 2ε)

⎤
⎦ . (6.30)
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The relations among the components of the eigenvectors are different than in the
previous example. Here a12 = −a21 is slightly less than 1/

√
2 while a11 = a22 is

slightly greater than 1/
√

2.
The preceding approximations looked at the behavior of the eigenvalues and

eigenvectors in limiting cases. The qualitative changes in these quantities as a
function of V12/(V11 − V22) from zero to three are shown in Fig. 6.2. We shall
return to this example after considering the general problem of multiple roots of
the eigenvalue equation (6.26′).

FIGURE 6.2 Behavior of the (a) eigenvalues and (b) eigenvector components as the
energy ratio V12

V11−V22
changes from 0 to 3.

It remains only to consider the case of multiple roots to the secular equation,
a situation that is more annoying in the mathematical theory than it is in practice.
If one or more of the roots is repeated, it is found that the number of independent
equations among the eigenvalues is insufficient to determine even the ratio of the
eigenvector components. Thus, if the eigenvalue λ is a double root, any two of the
components ai may be chosen arbitrarily, the rest being fixed by the eigenvalue
equations.

In general, any pair of eigenvectors randomly chosen out of the infinite set of
allowed vectors will not be orthogonal. Nevertheless, it is always possible to con-
struct a pair of allowed vectors that are orthogonal, and these can be used to form
the orthogonal matrix A. Consider for simplicity the procedure to be followed
for a double root. Let a′k and a′l be any two allowable eignenvectors for a given
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double root λ, which have been normalized so as to satisfy Eq. (6.22b). Any linear
combination of a′k and a′l will also be an eigenvector for the root λ. We therefore
seek to construct a vector al ,

al = c1a′k + c2a′l , (6.31)

where c1 and c2 are constants such that al is orthogonal to a′k . The orthogonality
condition, Eq. (6.22a), then requires that

ãlTa′k = c1 + c2ã′lTa′k = 0,

where use has been made of the normalization of a′k . It therefore follows that the
ratio of c1 to c2 must be given by

c1

c2
= −ã′lTa′k ≡ −τl . (6.32)

We can illustrate these ideas by again considering our two-dimensional
example given by Eqs. (6.27) through (6.30). The two limiting cases of the
off-diagonal potential term V12, being much less than and much greater than
the difference factor (V11 − V22), provide an excellent example of the problems
introduced by degeneracy. When

V11 = V22 = V0, V12 = 0,

the two eigenvalues become the same, λ1 = λ2 = V0.
If the limit is taken by letting V12 → 0 first and then taking the limit

(V11 → V22), the eigenvectors in Eqs. (6.28) become

a1 =
(

1
0

)
and a2 =

(
0
1

)
. (6.33)

If the limit is taken in the reverse order, Eqs. (6.30) give

b1 =
⎛
⎝ 1√

2
1√
2

⎞
⎠ and b2 =

⎛
⎝− 1√

2
1√
2

⎞
⎠ , (6.34)

where b is used for the eigenvectors in Eqs. (6.34) to avoid confusion with the
eigenvectors in Eqs. (6.33). Each of the eigenvectors in (6.33) and (6.34) are linear
combinations of the other set of eigenvectors. For example,

b1 = 1√
2
(a1 + a2), and b2 = 1√

2
(a2 − a1),

so either set of eigenvectors is a linear combination of the other, as was discussed
in this section. These results obviously generalize to the infinite set

a1 =
(

a
b

)
and a2 =

(−b
a

)
,
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where a and b are any pairs of numbers that satisfy

a2 + b2 = 1.

This shows that there is an infinite set of possible eigenvectors in the case of
degeneracy.

There is another way to consider the significance of these results. The approx-
imate eigenvectors in Eqs. (6.28) are for the case where the main potential energy
terms are V11 and V22, which are at diagonal positions, and the V12 are in the off-
diagonal positions. If we take the eigenvectors of Eq. (6.30) in the limit ε → 0
and let the eigenvectors of Eqs. (6.30) transform V as V′ = ÃVA, we obtain the
transformed potential energy tensor

V′ =
(

1
2 (V11 + V22)+ V12

1
2 (V11 − V22)

1
2 (V11 − V22)

1
2 (V11 + V22)− V12

)

in which the difference term (V11−V22) is off-diagonal. Thus, the set of eigenvec-
tors given by Eqs. (6.30) are for the physical situation in which the small energy
term (V11 − V22) is off-diagonal.

Returning to the main discussion, the requirement that al of Eq. (6.32) be nor-
malized provides another condition on the two coefficients, which in terms of τl

defined by Eq. (6.32) takes the form

ãlTal = 1 = c2
1 + c2

2 + 2c1c2τl .

Together the two equations fix the coefficients c1 and c2, and therefore the vector
al . Both al and ak ≡ a′k are automatically orthogonal to the eigenvectors of the
other distinct eigenvalues, for then the argument based on Eq. (6.17′) remains
valid. Hence, we have a set of n eigenvectors a j whose components form the
matrix A satisfying Eq. (6.23).

A similar procedure is followed for a root of higher multiplicity. If λ is an
m-fold root, then orthogonal normalized eigenvectors are formed out of linear
combinations of any of the m corresponding eigenvectors a′1, . . . , a′m . The first of
the “orthonormal” eigenvectors a1 is then chosen as a multiple of a′1; a2 is taken
as a linear combination of a′1 and a′2; and so on. In this manner, the number of
constants to be determined is equal to the sum of the first m integers, or 1

2 m(m+1).
The normalization requirements provide m conditions, while there are 1

2 m(m−1)
orthogonality conditions, and together these are just enough to fix the constants
uniquely.

This processes of constructing orthogonalized eigenvectors in the case of mul-
tiple roots is completely analogous to the Gram-Schmidt method of constructing
a sequence of orthogonal functions out of any arbitrary set of functions. Phrased
in geometrical language, it is also seen to be identical with the procedure followed
in Chapter 5 for multiple eigenvalues of the inertia tensor. For example, the added
indeterminacy in the eigenvector components for a double root means that all of
the vectors in a plane are eigenvectors. We merely choose any two perpendicular
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directions in the plane as being the new principal axes, with the eigenvectors in A
as unit vectors along these axes.

6.3 FREQUENCIES OF FREE VIBRATION, AND NORMAL COORDINATES

The somewhat lengthy arguments of the preceding section demonstrate that the
equations of motion will be satisfied by an oscillatory solution of the form (6.11),
not merely for one frequency but in general for a set of n frequencies ωk . A com-
plete solution of the equations of motion therefore involves a superposition of
oscillations with all the allowed frequencies. Thus, if the system is displaced
slightly from equilibrium and then released, the system performs small oscilla-
tions about the equilibrium with the frequencies ω1, . . . , ωn . The solutions of the
secular equation are therefore often designated as the frequencies of free vibration
or as the resonant frequencies of the system.

The general solution of the equations of motion may now be written as a sum-
mation over an index k:

ηi = Ckaike−iωk t , (6.35)

there being a complex scale factor Ck for each resonant frequency. It might be
objected that for each solution λk of the secular equation there are two resonant
frequencies +ωk and −ωk . The eigenvector ak would be the same for the two
frequencies, but the scale factors C+

k and C−
K could conceivably be different. On

this basis, the general solution should appear as

ηi = aik(C
+
k e+iωk t + C−

k e−iωk t ). (6.35′)

Recall however that the actual motion is the real part of the complex solution, and
the real part of either (6.35) or (6.35′) can be written in the form

ηi = fkaik cos(ωk t + δk), (6.36)

where the amplitude fk and the phase δk are determined form the initial condi-
tions. Either of the solutions ((6.35) and (6.36)) will therefore represent the actual
motion, and the former of course is the more convenient.

The orthogonality properties of A greatly facilitate the determination of the
scale factors Ck in terms of the initial conditions. At t = 0, the real part of
Eq. (6.35) reduces to

ηi (0) = Re Ckaik, (6.37)

where Re stands for “real part of.” Similarly, the initial value of the velocities is
obtained as

η̇i (0) = Im Ckaikωk, (6.38)
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where Im Ck denotes the imaginary part of Ck . From these 2n equations, the real
and imaginary parts of the n constants Ck may be evaluated. To solve Eq. (6.37),
for example, let us first write it in terms of column matrices h(0) and C:

h(0) = A Re C. (6.37′)

If we multiply by ÃT from the left and use Eq. (6.23), we immediately obtain a
solution for Re C:

Re C = ÃTh(0),

or, taking the lth component,

Re Cl = a jl Tjkηk(0). (6.39)

A similar procedure leads to the imaginary part of the scale factors as*

Im Cl = 1

ωl

∑
j,k

a jl Tjk η̇k(0). (6.40)

Equations (6.39) and (6.40) thus permit the direct computation of the complex
factors Cl (and therefore the amplitudes and phases) in terms of the initial condi-
tions and the matrices T and A.

The solution for each coordinate, Eq. (6.35), is in general a sum of simple
harmonic oscillations in all of the frequencies ωk satisfying the secular equation.
Unless it happens that all of the frequencies are commensurable, that is, rational
fractions of each other, ηi never repeats its initial value and is therefore not itself a
periodic function of time. However, it is possible to transform from the ηi to a new
set of generalized coordinates that are all simple periodic functions of time—a set
of variables known as the normal coordinates.

We define a new set of coordinates ζ j

ηi = ai jζ j , (6.41)

or, in terms of single-column matrices h and z,

h = Az. (6.41′)

The potential energy, Eq. (6.4), is written in matrix notation as

V = 1
2 h̃Vh. (6.42)

Now, the single-row transpose matrix h̃ is related to z̃ by the equation

h̃ = Ãz = z̃Ã,

*The summation over j and k is shown explicitly because there is no summation over the repeated
subscript l.
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so that the potential energy can be written also as

V = 1
2 z̃ÃVAz.

But A diagonalizes V by a congruence transformation (cf. Eq. (6.26)), and the
potential energy therefore reduces simply to

V = 1
2 z̃lz = 1

2ω
2
kζ

2
k . (6.43)

The kinetic energy has an even simpler form in the new coordinates. Since the
velocities transform as the coordinates, T as given in Eq. (6.20) transforms to

T = 1
2
˜̇zÃTAż

which by virtue of Eq. (6.23) reduces to

T = 1
2
˜̇zż = 1

2 ζ̇i ζ̇i . (6.44)

Equations (6.43) and (6.44) state that in the new coordinates both the potential
and kinetic energies are sums of squares only, without any cross terms. Of course,
this result is simply another way of saying that A produces a principal axis trans-
formation. Recall that the principal axis transformation of the inertia tensor was
specifically designed to reduce the moment of inertia to a sum of squares; the new
axes being the principal axes of the inertia ellipsoid. Here the kinetic and poten-
tial energies are also quadratic forms (as was the moment of inertia) and both are
diagonalized by A. For this reason, the principal axis transformation employed
here is a particular example of the well-known algebraic process of the simulta-
neous diagonalization of two quadratic forms.

The equations of motion share in the simplification resulting from their use.
The new Lagrangian is

L = 1
2 (ζ̇k ζ̇k − ω2

kζ
2
k ) (6.45)

so that the Lagrange equations for ζk are

ζ̈k + ω2
kζk = 0. (6.46)

Equations (6.47) have the immediate solutions

ζk = Cke−iωk t , (6.47)

which could have been seen of course directly from Eqs. (6.35) and (6.41). Each
of the new coordinates is thus a simply periodic function involving only one of
the resonant frequencies. As mentioned earlier, it is therefore customary to call
the ζ ’s the normal coordinates of the system.

Each normal coordinate corresponds to a vibration of the system with only one
frequency, and these component oscillations are spoken of as the normal modes
of vibration. All of the particles in each mode vibrate with the same frequency
and with the same phase;* the relative amplitudes being determined by the matrix

*Particles may be exactly out of phase if the a’s have opposite sign.
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elements a jk . The complete motion is then built up out of the sum of the normal
modes weighted with appropriate amplitude and phase factors contained in the
Ck’s.

Harmonics of the fundamental frequencies are absent in the complete motion
essentially because of the stipulation that the amplitude of oscillation be small.
We are then allowed to represent the potential as a quadratic form, which is
characteristic of simple harmonic motion. The normal coordinate transforma-
tion emphasizes this point, for the Lagrangian in the normal coordinates (6.45)
is seen to be the sum of the Lagrangians for harmonic oscillators of frequencies
ωk . We can thus consider the complete motion for small oscillations as being
obtained by exciting the various harmonic oscillators with different intensities
and phases.*

6.4 FREE VIBRATIONS OF A LINEAR TRIATOMIC MOLECULE

To illustrate the technique for obtaining the resonant frequencies and normal
modes, we shall consider in detail a model based on a linear symmetrical tri-
atomic molecule. In the equilibrium configuration of the molecule, two atoms
of mass m are symmetrically located on each side of an atom of mass M (cf.
Fig. 6.3). All three atoms are on one straight line, the equilibrium distances apart
being denoted by b. For simplicity, we shall first consider only vibrations along
the line of the molecule, and the actual complicated interatomic potential will be
approximated by two springs of force constant k joining the three atoms. There
are three obvious coordinates marking the position of the three atoms on the line.
In these coordinates, the potential energy is

V = k

2
(x2 − x1 − b)2 + k

2
(x3 − x2 − b)2. (6.48)

We now introduce coordinates relative to the equilibrium positions:

ηi = xi − x0i ,

where

x02 − x01 = b = x03 − x02.

FIGURE 6.3 Model of a linear symmetrical triatomic molecule.

*Note for future reference that the same sort of picture appears in the quantization of the electromag-
netic field. The frequencies of the harmonic oscillators are identified with the photon frequencies, and
the amplitudes of excitation become the discrete quantized “occupation numbers”—the number of
photons of each frequency.
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The potential energy then reduces to

V = k

2
(η2 − η1)

2 + k

2
(η3 − η2)

2,

or

V = k

2
(η2

1 + 2η2
2 + η2

3 − 2η1η2 − 2η2η3). (6.49)

Hence, the V tensor has the form

V =
⎛
⎝ k −k 0
−k 2k −k

0 −k k

⎞
⎠ . (6.50)

The kinetic energy has an even simpler form:

T = m

2
(η̇2

1 + η̇2
3)+

M

2
η̇2

2, (6.51)

so that the T tensor is diagonal:

T =
⎛
⎝m 0 0

0 M 0
0 0 m

⎞
⎠ . (6.52)

Combining these two tensors, the secular equation appears as

|V − ω2T| =
∣∣∣∣∣∣
k − ω2m −k 0

−k 2k − ω2 M −k
0 −k k − ω2m

∣∣∣∣∣∣ = 0. (6.53)

Direct evaluation of the determinant leads to the cubic equation in ω2:

ω2(k − ω2m)(k(M + 2m)− ω2 Mm) = 0, (6.54)

with the obvious solutions

ω1 = 0, ω2 =
√

k

m
, ω3 =

√
k

m

(
1 + 2m

M

)
. (6.55)

The first eigenvalue, ω1 = 0, may appear somewhat surprising and even alarm-
ing at first sight. Such a solution does not correspond to an oscillatory motion at
all, for the equation of motion for the corresponding normal coordinate is

ζ̈1 = 0,

which produces a uniform translational motion. But this is precisely the key to
the difficulty. The vanishing frequency arises from the fact that the molecule may
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be translated rigidly along its axis without any change in the potential energy,
an example of neutral equilibrium mentioned previously. Since the restoring
force against such motion is zero, the effective “frequency” must also vanish.
We have made the assumption that the molecule has three degrees of freedom
for vibrational motion, whereas in reality one of them is a rigid body degree of
freedom.

A number of interesting points can be discussed in connection with a vanishing
resonant frequency. It is seen from Eq. (6.21) that a zero value of ω can occur
only when the potential energy is positive but is not positive definite; that is, it
can vanish even when not all the ηi ’s are zero. An examination of V , Eq. (6.49),
shows that it is not positive definite and that V does in fact vanish when all the
η’s are equal (uniform translation).

Since the zero frequency found here is of no consequence for the vibration
frequencies of interest, it is often desirable to phrase the problem so that the root
is eliminated from the outset. We can do this here most simply by imposing the
condition or constraint that the center of mass remain stationary at the origin:

m(x1 + x3)+ Mx2 = 0. (6.56)

Equation (6.56) can then be used to eliminate one of the coordinates from V and
T , reducing the problem to one of two degrees of freedom (cf. Derivation 1, this
chapter).

The restriction of the motion to be along the molecular axis allows only
one possible type of uniform rigid body motion. However, if the more gen-
eral problem of vibrations in all three directions is considered, the number of
rigid body degrees of freedom will be increased to six. The molecule may then
translate uniformly along the three axes or perform uniform rotations about
the axes. Hence, in any general system of n degrees of freedom, there will be
six vanishing frequencies and only n − 6 true vibration frequencies. Again,
the reduction in the number of degrees of freedom can be performed before-
hand by imposing the conservation of linear and angular momentum upon the
coordinates.

In addition to rigid body motion, it has been pointed out that zero resonant
frequencies may also arise when the potential is such that both the first and second
derivatives of V vanish at equilibrium. Small oscillations may still be possible in
this case if the fourth derivatives do not also vanish (the third derivatives must
vanish for a stable equilibrium), but the vibrations will not be simple harmonic.
Such a situation therefore constitutes a breakdown of the customary method of
small oscillations, but fortunately it is not of frequent occurrence.

Returning now to the examination of the resonant frequencies, ω2 will be rec-
ognized as the well-known frequency of oscillation for a mass m suspended by
a spring of force constant k. We are therefore led to expect that only the end
atoms partake in this vibration; the center molecule remains stationary. It is only
in the third mode of vibration, ω3, that the mass M can participate in the oscilla-
tory motion. These predictions are verified by examining the eigenvectors for the
three normal modes.
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The components ai j are determined for each frequency by the equations

(k − ω2
j m)a1 j −ka2 j = 0

−ka1 j + (2k − ω2
j M)a2 j −ka3 j = 0

−ka2 j + (k − ω2
j m)a3 j = 0,

(6.57a)

along with the normalization condition:

m(a2
1 j + a2

3 j )+ Ma2
2 j = 1. (6.57b)

For ω1 = 0, it follows immediately from the first and third of Eqs. (6.57a) that all
three coefficients are equal: a11 = a21 = a31. This of course is exactly what was
expected form the translational nature of the motion (cf. Fig. 6.4a). The normal-
ization condition then fixes the value of a1 j so that

a11 = 1√
2m + M

, a21 = 1√
2m + M

, a31 = 1√
2m + M

. (6.58a)

The factors (k −ω2
2m) vanish for the second mode, and Eqs. (6.57a) show imme-

diately that a22 = 0 (as predicted) and a12 = −a32. The numerical value of these
quantities is then determined by Eq. (6.57b):

a12 = 1√
2m
, a22 = 0, a32 = − 1√

2m
. (6.58b)

In this mode the center atom is at rest, while the two outer ones vibrate exactly
out of phase (as they must in order to conserve linear momentum) (cf. Fig. 6.4b).
Finally, when ω = ω3, it can be seen from the first and third of Eqs. (6.57a) that
a13 and a33 must be equal. The rest of the calculation for this mode is not quite as
simple as for the others, and it will be sufficient to state the final result:

a13 = 1√
2m

(
1 + 2m

M

) , a23 = −2√
2M

(
2 + M

m

) , a33 = 1√
2m

(
1 + 2m

M

) .
(6.58c)

FIGURE 6.4 Longitudinal normal modes of the linear symmetric triatomic molecule.
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Here the two outer atoms vibrate with the same amplitude, while the inner one
oscillates out of phase with them and has a different amplitude, (cf. Fig. 6.4c.)

The normal coordinates may be found by inverting Eq. (6.41) as

ζ1 = 1√
2m + M

(mη1 + Mη2 + mη3)

ζ2 =
√

m

2
(η1 − η3) (6.59)

ζ3 =
√

m M

2(2m + M)
[(η1 + η3)− 2η2] .

These normal modes describe each of the behaviors shown on Fig. 6.4. Any gen-
eral longitudinal vibration of the molecule that does not involve a rigid translation
will be some linear combination of the normal modes ω2 and ω3. The amplitudes
of the normal modes, and their phases relative to each other, will of course be
determined by the initial conditions (cf. Exercise 5).

We have spoken so far only of vibrations along the axis; in the actual molecule
there will also be normal modes of vibration perpendicular to the axis. The com-
plete set of normal modes is naturally more difficult to determine than merely the
longitudinal modes, for the general motion in all directions corresponds to nine
degrees of freedom. While the procedure is straightforward, the algebra rapidly
becomes quite complicated, and it is not feasible to present the detailed calcula-
tion here. However, it is possible to give a qualitative discussion on the basis of
general principles, and most of the conclusions of the complete solution can be
predicted beforehand.

The general problem will have a number of zero resonant frequencies cor-
responding to the possibility of rigid body motion. For a molecule with n atoms
there are 3n degrees of freedom. Subtracting the three translational and three rigid
rotational degrees of freedom, there will be in general 3n − 6 vibrational modes.
For the linear molecule, there will be three degrees of freedom for rigid trans-
lation, but rigid rotation can account for only two degrees of freedom. Rotation
about the axis of the molecule is obviously meaningless and will not appear as a
mode of rigid body motion. We are therefore left with four true modes of vibra-
tion. Two of these are the longitudinal modes, which have already been examined
so that there can only be two modes of vibration perpendicular to the axis. How-
ever, the symmetry of the molecule about its axis shows that these two modes
of perpendicular vibration must be degenerate. There is nothing to distinguish a
vibration in the y direction from a vibration in the z direction, and the two fre-
quencies must be equal.

The additional indeterminacy of the eigenvectors of a degenerate mode appears
here, in that all directions perpendicular to the molecular axis are alike. Any two
orthogonal axes in the plane normal to the molecule may be chosen as the direc-
tions of the degenerate modes of vibration. The complete motion of the atoms nor-
mal to the molecular axis will depend upon the amplitudes and relative phases of
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FIGURE 6.5 Degenerate modes of the symmetrical triatomic molecule.

the two degenerate modes. If both are excited, and they are exactly in phase, then
the atoms will move on a straight line passing through the equilibrium configura-
tion. But if they are out of phase, the composite motion is an elliptical Lissajous
figure, exactly as in a two-dimensional isotropic oscillator. The two modes then
represent a rotation, rather than a vibration.

It is obvious from the symmetry of the molecules that the amplitudes of the
end atoms must be identical in magnitude. The complete calculation shows that
the end atoms also travel in the same direction along the Lissajous figure. Hence,
the center atom must revolve in the opposite direction, in order to keep the center
of mass at rest. Figure 6.5 illustrates the motion for the two degenerate modes
when they are 90◦ out of phase.

As the complexity of the molecule increases, the size of the secular deter-
minant becomes very large, and finding the normal frequencies and amplitudes
becomes a problem of considerable magnitude. We have seen however that even
in a situation as simple as the linear triatomic molecule, a study of the symmetries
to be expected in the vibrations greatly simplifies the calculations. Considerable
mathematical ingenuity has been devoted to exploiting the symmetries inherent
in complex molecules to reduce the labor involved in finding their vibration fre-
quencies. Group theory (see Appendix B) has been applied with great success in
factoring the large secular determinant into smaller blocks that may be diagonal-
ized separately. It has been pointed out however that such elaborate mathematical
manipulation was more appropriate in a time when numerical computations were
difficult and tedious. Considering the speed and memory capacity of present-day
computers, a straightforward approach may be easier and more accurate in the
long run. Fast and accurate routines for solving the eigenvalue problems of large
matrices are the stock-in-trade today of scientific computers of even moderate
size. There has therefore been a trend toward a more brute-force approach in
which mass-weighted Cartesian coordinates (see p. 241) are used to formulate
the problem. The kinetic energy ellipsoid for the molecular vibrations is then
already a sphere, and finding the normal modes reduces to diagonalizing the
potential energy. These approaches are extensively applied in infrared and Raman
spectroscopy.

6.5 FORCED VIBRATIONS AND THE EFFECT OF DISSIPATIVE FORCES

Free vibrations occur when the system is displaced initially from its equilibrium
configuration and is then allowed to oscillate by itself. Very often, however, the
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system is set into oscillation by an external driving force that continues to act on
the system after t = 0. The frequency of such a forced oscillation is then deter-
mined by the frequency of the driving force and not by the resonant frequencies.
Nevertheless, the normal modes are of great importance in obtaining the ampli-
tudes of the forced vibration, and the problem is greatly simplified by use of the
normal coordinates obtained from the free modes.

If Fj is the generalized force corresponding to the coordinate η j , then by
Eq. (1.49) the generalized force Qi for the normal coordinate ζi is

Qi = a ji Fj . (6.60)

The equations of motion when expressed in normal coordinates now become

ζ̈i + ω2
i ζi = Qi . (6.61)

Equations (6.61) are a set of n inhomogeneous differential equations that can be
solved only when we know the dependence of Qi on time. While the solution
will not be as simple as in the free case, note that the normal coordinates preserve
their advantage of separating the variables, and each equation involves only a
single coordinate.

Frequently, the driving force varies sinusoidally with time. In an acoustic prob-
lem, for example, the driving force might arise from the pressure of a sound wave
impinging on the system, and Qi then has the same frequency as the sound wave.
Or, if the system is a polyatomic molecule, a sinusoidal driving force is present
if the molecule is illuminated by a monochromatic light beam. Each atom in the
molecule is then subject to an electromagnetic force whose frequency is that of
the incident light. Even where the driving force is not sinusoidal with a single fre-
quency, it can often be considered as built up as a superposition of such sinusoidal
terms. Thus, if the driving force is periodic, it can be represented by a Fourier
series; other times, a Fourier integral representation is suitable. Since Eqs. (6.61)
are linear equations, its solutions for particular frequencies can be superposed to
find the complete solution for given Qi .

It is therefore of general interest to study the nature of the oscillations when
the force Qi can be written as

Qi = Q0i cos(ωt + δi ), (6.62)

where ω is the angular frequency of an external force. The equations of motion
now appear as

ζ̈i + ω2
i ζi = Q0i cos(ωt + δi ). (6.63)

A complete solution of Eq. (6.63) consists of the general solution to the homoge-
neous equation (that is, the free modes of vibration) plus a particular solution
to the inhomogeneous equation. By a proper choice of initial conditions, the
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superimposed free vibrations can be made to vanish,* centering our interest on
the particular solution of Eqs. (6.63) that will obviously have the form

ζi = Bi cos(ωt + δi ). (6.64)

Here the amplitudes Bi are determined by substituting the solution in Eqs. (6.63):

Bi = Q0i

ω2
i − ω2

. (6.65)

The complete motion is then

η j = a jiζi = a ji Q0i cos(ωt + δi )

ω2
i − ω2

. (6.66)

Thus, the vibration of each particle is again composed of linear combinations of
the normal modes, but now each normal oscillation occurs at the frequency of the
driving force.

Two factors determine the extent to which each normal mode is excited. One
is the amplitude of the generalized driving force, Q0i . If the force on each particle
has no component in the direction of vibration of some particular normal mode,
then obviously the generalized force corresponding to the mode will vanish and
Q0i will be zero. An external force can excite a normal mode only if it tends to
move the particles in the same direction as in the given mode. The second fac-
tor is the closeness of the driving frequency to the free frequency of the mode.
As a consequence of the denominators in Eq. (6.66), the closer ω approaches
to any ωi , the stronger will that mode be excited relative to the other modes.
Indeed, Eq. (6.66) apparently predicts infinite amplitude when the driving fre-
quency agrees exactly with one of the ωi ’s— the familiar phenomenon of res-
onance. Actually, of course, the theory behind Eq. (6.66) presumes only small
oscillations about equilibrium positions; when the amplitude predicted by the for-
mula becomes large, this assumption breaks down and Eq. (6.66) is then no longer
valid. Note that the oscillations are in phase with the driving force when the fre-
quency is less than the resonant frequency, but that there is a phase change of π
in going through the resonance.

Our discussion has been unrealistic in that the absence of dissipative or fric-
tional forces has been assumed. In many physical systems, these forces, when
present, are proportional to the particle velocities and can therefore be derived
from a dissipation function F (cf. Section 1.5). Let us first consider the effects of
frictional forces on the free modes of vibration.

From its definition, F must be a homogeneous quadratic function of the
velocities:

F = 1
2Fi j η̇i η̇ j . (6.67)

*The free vibrations are essentially the transients generated by the application of the driving forces.
If we consider the system to be initially in an equilibrium configuration, and then slowly build up
the driving forces from zero, these transients will not appear. Alternatively, dissipative forces can be
assumed present (see pages following) that will damp out the free vibrations.
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The coefficients Fi j are clearly symmetric, Fi j = F j i , and in general will be
functions of the coordinates. Since we are concerned with only small vibrations
about equilibrium, it is sufficient to expand the coefficients about equilibrium and
retain only the first, constant term, exactly as was done for the kinetic energy.
In future applications of Eq. (6.67), we shall take Fi j as denoting these con-
stant factors. Recall that 2F is the rate of energy dissipation due to the fric-
tional forces (cf. Eq. (2.60)). The dissipation function F therefore can never
be negative. The complete set of Lagrange equations of motion now become
(cf. Section 1.5)

Ti j η̈ j + Fi j η̇ j + Vi jη j = 0. (6.68)

Clearly in order to find normal coordinates for which the equations of motion
would be decoupled, it is necessary to find a principal axis transformation that
simultaneously diagonalizes the three quadratic forms T , V , and F . As was shown
above, this is not in general possible; normal modes cannot usually be found for
any arbitrary dissipation function.

There are however some exceptional cases when simultaneous diagonalization
is possible. For example, if the frictional force is proportional both to the particle’s
velocity and its mass, then F will be diagonal whenever T is. When such simul-
taneous diagonalization is feasible, then the equations of motion are decoupled in
the normal coordinates with the form

ζ̈i + Fi ζ̇i + ω2
i ζi = 0. (no summation) (6.69)

Here the Fi ’s are the nonnegative coefficients in the diagonalized form of F when
expressed in terms of ζi . Being a set of linear differential equations with constant
coefficients, Eqs. (6.69) may be solved by functions of the form

ζi = Ci e
−iω′

i t ,

where ω′
i satisfies the quadratic equation

ω′
i
2 + iω′

iFi − ω2
i = 0. (no summation) (6.70)

Equation (6.70) has the two solutions

ω′
i = ±

√
ω2

i − F2
i

4
− i

Fi

2
. (6.71)

The motion is therefore not a pure oscillation, for ω′ is complex. It is seen from
Eq. (6.71) that the imaginary part of ω′

i results in a factor exp(−Fi t/2), and by
reason of the nonnegative nature of of the Fi ’s, this is always an exponentially
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decreasing function of time.* The presence of a damping factor due to the friction
is hardly unexpected. As the particles vibrate, they do work against the frictional
forces, and the energy of the system (and hence the vibration amplitudes) must
decrease with time. The real part of Eq. (6.71) corresponds to the oscillatory factor
in the motion; note that the presence of friction also affects the frequency of the
vibration. However, if the dissipation is small, the squared term in Fi may be
neglected, and the frequency of oscillation reduces to the friction-free value. The
complete motion is then simply an exponential damping of the free modes of
vibration:

ζi = Ci e
−Fi t/2e−iωi t . (6.72)

If the dissipation function cannot be diagonalized along with T and V , the
solution is much more difficult to obtain. The general nature of the solution
remains pretty much the same, however: an exponential damping factor times an
oscillatory exponential function. Suppose we seek a solution to Eqs. (6.68) of the
form

η j = Ca j e
−iωt = Ca j e

−κt e−2π ivt . (6.73)

With this solution, Eqs. (6.68) become a set of simultaneous linear equations

Vi j a j − iωFi j a j − ω2Ti j a j = 0. (6.74)

It is convenient to write ω as iγ , so that

γ = −iω = −κ − 2π iv, (6.75)

and thus −κ is the real part of γ . In terms of the square tensors of V , T , and F ,
the set of equations (6.74) become a column matrix equation involving γ :

Va + γ Fa + γ 2Ta = 0. (6.76)

The set of homogeneous equations (6.74) or (6.76) can be solved for the a j only
for certain values of ω or γ .

Without actually evaluating the corresponding secular equation, we can show
that κ must always be nonnegative. Convert the matrix equation (6.76) into a
scalar equation for γ by multiplying from the left with a†:

a†Va + γ a†Fa + γ 2a†Ta = 0. (6.77)

Equation (6.77) is a quadratic equation for γ with coefficients that are matrix
products of the same general type as those encountered in Eq. (6.19). By virtue
of the symmetry of V, F, and T, the matrix products are all real, as can be seen by

*Some (but not all) Fi ’s may be zero, which simply means there are no frictional effects in the corre-
sponding normal modes. The important point is that the Fi ’s cannot be negative.
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expanding a as a + ib (cf. Eq. (6.19)). Hence, if γ is a solution of the quadratic
equation, its complex conjugate γ ∗ must also be a solution. Now, the sum of the
two roots of a quadratic equation is the negative of the coefficient of the linear
term divided by the coefficient of the square term

γ + γ ∗ = −2κ = −a†Fa
a†Ta

. (6.78)

Hence, κ can be expressed in terms of the real and imaginary parts of a j as

κ = 1

2

Fi j (αiα j + βiβ j )

Tkl(αkαl + βkβl)
. (6.79)

The dissipation function F must always be positive, and T is positive defi-
nite; hence κ cannot be negative. The oscillations of the system may decrease
exponentially with time, but they can never increase with time. Note that if F
is positive definite, κ must be different from zero (and positive), and all modes
will have an exponential damping factor. The frequencies of oscillation, given
by the real part of ω, will of course be affected by the dissipative forces, but
the change will be small if the damping is not very large during a period of
oscillation.

Finally, we may consider forced sinusoidal oscillations in the presence of
dissipative forces. Representing the variation of the driving force with time by

Fj = F0 j e
−iωt ,

where F0 j may be complex, the equations of motion are

Vi jη j + Fi j η̇ j + Ti j η̈ j = F0i e
−iωt . (6.80)

If we seek a particular solution to these equations of the form

η j = A j e
−iωt ,

we obtain the following set of inhomogeneous linear equations for the amplitudes
A j :

(Vi j − iωFi j − ω2Ti j )A j − F0i = 0. (6.81)

The solution to these equations* may easily be obtained from Cramer’s rule:

A j = D j (ω)

D(ω)
, (6.82)

where D(ω) is the determinant of the coefficients of A j in Eq. (6.81) and
D j (ω) is the modification in D(ω) resulting when the j th column is replaced

*They are of course merely the inhomogeneous version of Eqs. (6.74).
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by F01 . . . F0n . It is the denominator D(ω) that is of principal interest to us here,
for the resonances arise essentially out of the algebraic form of the denominator.
Now, D is the determinant appearing in the secular equation corresponding to the
homogeneous equations (6.74); its roots are the complex frequencies of the free
modes of vibration. The requirement that both γ and γ ∗ are roots of Eq. (6.77)
means, on the basis of Eq. (6.75), that if ωi is a root of D(ω), then −ω∗

i is a
root. For a system of n degrees of freedom, it is therefore possible to represent
D(ω) as

D(ω) = G(ω − ω1)(ω − ω2) . . . (ω − ωn)(ω + ω∗
1)(ω + ω∗

2) . . . (ω + ω∗
n),

where G is some constant. Using product notation, and denoting ω by 2πv, this
representation can be written as

D(ω) = G
n∏

i=1

(2π(v − vi )+ iκi ) (2π(v + vi )+ iκi ) . (6.83)

When we rationalize Eq. (6.83) to separate Ai into its real and imaginary parts,
the denominator will be

D∗(ω)D(ω) = GG∗
n∏

i=1

(4π2(v − vi )
2 + κ2

i )(4π
2(v + vi )

2 + κ2
i ). (6.84)

The amplitudes of the forced oscillation thus exhibit typical resonance behav-
ior in the neighborhood of the frequencies of free oscillations ±vi . As a result of
the presence of the damping constants κi , the resonance denominators no longer
vanish at the free mode frequencies, and the amplitudes remain finite. The driving
frequency at which the amplitude peaks is no longer exactly at the free frequencies
because of frequency dependence of terms in A j other than the particular reso-
nance denominator. However, so long as the damping is small enough to preserve
a recognizable resonant peak, the shift in the resonance frequencies is usually
small.

We have discussed the properties of small oscillations solely in terms of
mechanical systems. The reader however has undoubtedly noticed the similarity
with the theory of the oscillations of electrical networks. The equations of motion
(6.68) become the circuit equations for n coupled circuits if we read the Vi j

coefficients as reciprocal capacitances, the Fi j ’s as resistances, and the Ti j ’s as
inductances. Driving forces are replaced by generators of frequency ω applied to
one or more of the circuits, and the equations of forced vibration (6.80) reduce to
the electrical circuit equations (2.42) mentioned in Chapter 2.

We have presented here only a fraction of the techniques that have been devised
for handling small oscillations, and of the general theorems about the motion.
For example, space does not permit a discussion of the powerful Laplace trans-
form techniques to study the response of a linearly oscillating system to driving
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forces with arbitrary time dependencies. Nor is it appropriate here to fully con-
sider the extensive subject of nonlinear oscillations, where the potential energy
contains terms beyond the quadratic, and the motion is no longer simple har-
monic. (Some relevant portions of this field will be introduced later when we treat
chaos and perturbation theory). As mentioned earlier, a formal development of
the theory of small oscillations about steady motion will be given later in con-
nection with the Hamiltonian version of mechanics. Another generalization that
will deserve our attention relates to the oscillation of systems with continuously
infinite numbers of degrees of freedom. The question is how we can construct a
way of handling continuous systems that is analogous to the classical mechanics
of discrete systems. We shall postpone such considerations of continuous systems
to Chapter 13—after we have developed the canonical formulation of discrete
mechanics, and after we have seen how the structure of Newtonian mechanics
must be modified in the special theory of relativity.

6.6 BEYOND SMALL OSCILLATIONS: THE DAMPED
DRIVEN PENDULUM AND THE JOSEPHSON JUNCTION

As an example of forced vibrations with dissipative forces, we consider the
motion of the pendulum sketched in Fig. 6.6, which is subjected to an applied
torque N , and is permitted to rotate through its full range of motion −π ≤ φ ≤ π .
In addition, the pendulum is subject to damping by the viscosity η of the medium
in which it rotates. For simplicity, we will assume that the rod is massless, and
that all of the pendulum mass is concentrated at the end of the rod.

Let us begin by recalling the dynamics of a simple pendulum of length R and
mass m. The angular acceleration of the pendulum is produced by the restoring

FIGURE 6.6 Pendulum (a) with no applied torque, N = 0, (b) with the torque N =
1
2 mgR, and (c) with the critical torque applied, Nc = mgR. Figures 6.6, 6.8, 6.10, and 6.11
are adapted from C. P. Poole, Jr., H. A. Farach and R. J. Creswick, “Superconductivity,”
Wiley, NY, 1995.
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gravitational torque mgR sinφ corresponding to the equation of motion

m R2 d2φ

dt2
+ mgR sinφ = 0, (6.85)

where I = m R2 is the moment of inertia. For small angular displacements, the
approximation sinφ ≈ φ linearizes the problem by making the torque propor-
tional to the displacement, and the motion is simple harmonic, φ = φ0 sinωt with
the characteristic frequency ω0

ω0 =
( g

R

)1/2
(6.86)

If a torque N is applied to a stationary pendulum, it will swing out through an
angle φ. The force of gravity acting on the mass m provides the restoring torque
mgR sinφ, as we noted above, and the pendulum assumes an equilibrium position
at the angle φ given by

N = mgR sinφ

(
dφ

dt
= 0

)
, (6.87)

as indicated in Fig. 6.6b. The greater the torque, the larger the angle φ. There is
a critical torque Nc indicated on Fig. 6.6(c) for which the angle φ assumes the
value π/2:

Nc = mgR. (6.88)

If N exceeds this critical value, then the applied torque becomes larger than the
restoring torque, N > mgR sinφ, for all angles φ. As a result, the pendulum will
begin to rotate beyond φ = π/2, and it will continue to rotate as long as the torque
N > Nc is applied. The motion will take place at a variable angular speed ω

ω = dφ

dt
, (6.89)

and it can persist if the torque is later removed.
With these facts in mind, let us proceed to examine the case of the damped

pendulum assuming that the damping force Fdamp = ηω is proportional to the
angular velocity ω. To write the differential equation of its motion, we add the
restoring and damping torques mgR sinφ and η dφ/dt , respectively, to Eq. (6.85):

N = m R2 d2φ

dt2
+ ηdφ

dt
+ mgR sinφ. (6.90)

If we define a critical frequency ωc corresponding to the angular speed at which
the damping torque ηω equals the critical torque mgR,

ωc = mgR

η
= Nc

η
, (6.91)
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then we can write the pendulum equation (6.90) in the normalized form

N

Nc
= 1

ω2
0

d2φ

dt2
+ 1

ωc

dφ

dt
+ sinφ. (6.92)

The solutions of this equation exhibit complex time variations of the angular
position φ(t).

When a constant torque is applied to the pendulum at rest, there will be a initial
transient behavior that eventually settles down to a dynamic steady state after the
transients die out. We shall examine several cases of this dynamic steady state.

1. For low applied torques, N ≤ Nc, there is a static steady state

N = Nc sinφ, (6.93)

in which all time derivatives vanish after the initial oscillations have died
out. This is illustrated in Fig. 6.6b with the pendulum stationary at the
angle φ.

2. For undamped motion (η = 0)with a constant applied torque, N , Eq. (6.90)
assumes the form

torque = N − mgR sinφ = m R2 d2φ

dt2
, (6.94)

so we see that the acting torque is angularly dependent. This torque has
special values at four particular angles:

torque = N φ = 0 (6.95a)

torque = N − Nc φ = π/2 (6.95b)

torque = N φ = π (6.95c)

torque = N + Nc φ = 3π/2 (6.95d)

If the applied torque N exceeds the critical torque Nc, the motion will be
continuously accelerated rotation, and the pendulum increases its energy as
time goes on. The angular speed also increases with time, but with fluctu-
ations that repeat every cycle, as indicated in Fig. 6.7. Note that Fig. 6.7
is drawn for the case where damping is present. The average over these
oscillations provides the average angular speed

〈ω〉 =
〈

dφ

dt

〉
, (6.96)

which continually increases linearly with the time.

3. When damping is present with ωc � ω0 and N > Nc, the angular speed
ω continues to increase until the damping term η dφ/dt approaches the
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FIGURE 6.7 Dependence of the angular velocity ω = dφ/dt on the time for an applied
torque N > Nc. The average value 〈ω〉 increases linearly with time in the absence of
damping (linear region), and the overall curve applies to the case ωe � ω0 with damping.

value of the applied torque. When this occurs, the average angular speed 〈ω〉
approaches a limiting value 〈ω〉L , as shown in Fig. 6.7, and the acceleration
fluctuates around an average that is zero: 〈dφ2/dt2〉 = 0. The pendulum
undergoes what is called quasi-static motion, rotating with an angular speed
ω that undergoes periodic variations but always remains close to the average
〈ω〉L .

To obtain more insight into this quasi-static behavior, we neglect the
acceleration term in the equation of motion (6.92), and write

N

Nc
= 1

ωc

dφ

dt
+ sinφ, (6.97)

which is an equation that can be solved analytically with the solutions

〈ω〉 = 0 for N < Nc (6.98a)

〈ω〉 = ωc
[
(N/Nc)

2 − 1
]1/2 for N > Nc (6.98b)

〈ω〉 = (N/Nc)ωc for N � Nc, (6.98c)

which are plotted in Fig. 6.8. The actual cyclic variations in ω for points
A and B on this plot are presented in Fig. 6.9. At point A, the applied
torque has the value N = 1.2Nc, so from Eqs. (6.95) the net torque varies
between 0.2Nc and 2.2Nc around the cycle, and the angular speed is fast at
the bottom and slow at the top, with the variations shown at the lower part of
Fig. 6.9. For point B, we have N = 2Nc so the net torque varies between Nc

and 3Nc, producing the more regular variations in angular speed presented
at the top of Fig. 6.9. In the limit N � Nc, meaning 〈ω〉 � ωc, the angular
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FIGURE 6.8 Relationship between the applied torque N and the average angular veloc-
ity 〈ω〉 for ωc � ω0. We see that 〈ω〉 = 0 for N < Nc and 〈ω〉 increases with increasing
N > Nc.

FIGURE 6.9 Oscillations at points A (N = 1.2Nc) and B (2Nc) for ωc � ω0 indicated
on Fig. 6.8 for the damped harmonic oscillator. Adapted from A. Barone and G. Paterno,
“Physics and Applications of the Josephson Effect,” Wiley, NY, 1982.
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speed begins to approximate a sinusoidal variation with time

ω(t) ≈ 〈ω〉 + α sin�t, (6.99)

which approximates point B in Fig. 6.8.

4. For the negligible damping case (η → 0 and ωc � ω0), the steady-state
solution (6.98a) can still occur for N < Nc with the pendulum held fixed
at the angle φ defined by Eq. (6.93), which means that ω = 〈ω〉 = 0.
In addition, the solution, (6.98c), in which the torque balances the time
averaged damping force, now applies for all values of N , both less than and
greater than Nc, and so we have

ω = 0 for N ≤ Nc (6.100a)

〈ω〉 = (N/Nc)ωc for 0 ≤ N (6.100b)

These solutions are plotted in Fig. 6.10. Note from the figure that the sys-
tem exhibits hysteresis, meaning that the behavior differs for increasing and
decreasing torques. When the torque is increased for N < Nc, the pen-
dulum is stabilized at the angle φ satisfying the relation N = Nc sinφ
of Eq. (6.87), so ω = 0 via Eq. (6.100a). When N reaches the critical
torque Nc, the angular speed jumps to the value ωc, and then rises linearly
with further increases in N , as shown in the figure. For decreasing torques,
Eq. (6.100b) applies, and 〈ω〉 remains proportional to N all the way to the
origin, as shown.

5. Figure 6.8 shows the response for ωc � ω0, Fig. 6.10 presents it for
ωc � ω0, and the question arises as to what is the behavior for an inter-
mediate condition such as ωc ≈ ω0? This requires solving the general

FIGURE 6.10 Relationship between the applied torque N and the average angular
velocity 〈ω〉 for ωc � ω0. There is hysteresis for the behavior when 〈ω〉 < ωc.



“M06 Goldstein ISBN C06” — 2011/2/15 — page 271 — #34

6.6 The Damped Driven Pendulum and the Josephson Junction 271

FIGURE 6.11 Relationship between the average angular velocity of the pendulum
〈ω〉 and the applied torque N . For low applied torques, the pendulum oscillates and
the average velocity is zero, whereas at high torques, N > Nc, motion is contin-
uous with 〈ω〉 proportional to N . Note the hysteresis for increasing and decreasing
torques.

equation (6.92) since no approximations can be made. The N versus 〈ω〉
characteristic for the particular case ωc = 2ω0 is plotted in Fig. 6.11. We
see from the figure that for increasing torques there is the usual initial rise in
N at zero frequency until the critical value Nc is reached, at which point the
average angular speed jumps to ωc, as in the ωc � ω0 case of Fig. 6.10. For
decreasing torques, there is hysteresis with zero average frequency reached
at a torque N ′

c, which is less than Nc.

The damped-driven pendulum equation (6.92) has a particularly important
application in solid-state physics. When two superconductors are in close prox-
imity with a thin layer of insulating material between them, the arrangement
constitutes a Josephson junction, which has the property that electric current
I can flow across the junction with zero applied voltage, up to a certain crit-
ical value Ic. Current exceeding this value is accompanied by the presence of
a voltage, and plots of current I versus voltage V for the junction exhibit hys-
teresis. The Josephson junction satisfies the same differential equation (6.93)
as the damped oscillator with the current playing the role of the torque, the
voltage playing the role of the average angular speed, the capacitance acting
like a moment of inertia, and the electrical conductance serving as the viscos-
ity. The variable, which is the angle φ for the oscillator, becomes the phase
difference ψ across the Josephson junction. Many physicists find it helpful
to obtain an intuitive understanding of the operation of the Josephson junc-
tion by studying properties of the damped driven pendulum that mimics its
behavior.
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DERIVATIONS

1. The problem of the linear triatomic molecule can be reduced to one of two degrees of
freedom by introducing coordinates y1 = x2−x1, y2 = x3−x2, and eliminating x2 by
requiring that the center of mass remain at rest. Obtain the frequencies of the normal
modes in these coordinates and show that they agree with the results of Section 6.4.
The distances between the atoms, y1 and y2, are known as internal coordinates.

2. Obtain the frequencies of longitudinal vibration of the molecule discussed in Sec-
tion 6.4, except that now the center atom is to be considered bound to the origin by a
spring of force constant k. Show that the translational mode disappears.

EXERCISES

3. A bead of mass m is constrained to move on a hoop of radius R. The hoop rotates
with constant angular velocity ω around a diameter of the hoop, which is a vertical
axis (line along which gravity acts).

(a) set up the Lagrangian and obtain the equations of motion of the bead.

(b) Find the critical angular velocity � below which the bottom of the hoop provides
a stable equilibrium for the bead.

(c) Find the stable equilibrium position for ω > �.

4. Obtain the normal modes of vibration for the double pendulum shown in Fig. 1.4,
assuming equal lengths, but not equal masses. Show that when the lower mass is
small compared to the upper one, the two resonant frequencies are almost equal. If the
pendula are set in motion by pulling the upper mass slightly away from the vertical
and then releasing it, show that subsequent motion is such that at regular intervals one
pendulum is at rest while the other has its maximum amplitude. This is the familiar
phenomenon of “beats.”

5. (a) In the linear triatomic molecule, suppose the initial condition is that the center
atom is at rest but displaced by an amount a0 from equilibrium, the other two
being at their equilibrium points. Find the amplitudes of the longitudinal small
oscillations about the center of mass. Give the amplitudes of the normal modes.

(b) Repeat part (a) but with the center atom initially at its equilibrium position but
with an initial speed v0.

6. A spring of force constant 3 Nm−1 is connected between two identical simple pen-
dulums, each of length 0.8 m. Calculate the period of the other pendulum if one is
damped taking the mass of each bob as 0.23 kg (g = 10 m/s2).

7. In the linear triatomic molecule, suppose that motion in the y and z directions is
governed by the potentials

Vy = k

2
(y2 − y1)

2 + k

2
(y3 − y2)

2,

Vz = k

2
(z2 − z1)

2 + k

2
(z3 − z2)

2.

Find the eigenfrequencies for small vibrations in three dimensions and describe the
normal modes. What symmetries do the zero frequencies represent? You may want to
use the kind of intermediate coordinates suggested in Exercise 6.
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8. The equilibrium configuration of a molecule is represented by three atoms of equal
mass at the vertices of a 45◦ right triangle connected by springs of equal force con-
stant. Obtain the secular determinant for the modes of vibration in the plane and show
by rearrangement of the columns that the secular equation has a triple root ω = 0.
Reduce the determinant to one of third rank and obtain the nonvanishing frequencies
of free vibration.

9. Calculate the force constant of a harmonic oscillator if its resting position potential
energy is 8 joule and the total energy is 13 joule. [Given: the amplitude as 1 m.]

10. (a) Three equal mass points have equilibrium positions at the vertices of an equi-
lateral triangle. They are connected by equal springs that lie along the arcs of
the circle circumscribing the triangle. Mass points and springs are constrained to
move only on the circle, so that, for example, the potential energy of a spring is
determined by the arc length covered. Determine the eigenfrequencies and normal
modes of small oscillations in the plane. Identify physically any zero frequencies.

(b) Suppose one of the springs has a change in force constant δk, the others remaining
unchanged. To first order in δk, what are the changes in the eigenfrequencies and
normal modes?

(c) Suppose what is changed is the mass of one of the particles by an amount δm.
Now how do the normal eigenfrequencies and normal modes change?

11. A uniform bar of length l and mass m is suspended by two equal springs of equilibrium
length b and force constant k, as shown in the diagram.

Find the normal modes of small oscillation in the plane.

12. Two particles move in one dimension at the junction of three springs, as shown in the
figure. The springs all have unstretched lengths equal to a, and the force constants and
masses are shown.

Find the eigenfrequencies and normal modes of the system.

13. Two mass points of equal mass m are connected to each other and to fixed points by
three equal springs of force constant k, as shown in the diagram.
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The equilibrium length of each spring is a. Each mass point has a positive charge +q ,
and they repel each other according to the Coulomb law. Set up the secular equation
for the eigenfrequencies.

14. Find expressions for the eigenfrequencies of the following electrical coupled circuit:

15. If the generalized driving forces Qi are not sinusoidal, show that the forced vibrations
of the normal coordinates in the absence of damping are given by

ζi =
1√
2π

∫ +∞

−∞
Gi (ω)

ω2
i − ω2

e−iωt dω,

where Gi (ω) is the Fourier transform of Qi defined by

Qi (t) =
1√
2π

∫ +∞

−∞
Gi (ω)e

−iωt dω.

If the dissipation function is simultaneously diagonalized along with T and V , show
that the forced vibrations are given by

ζi =
1√
2π

∫ +∞

−∞
Gi (ω)(ω

2
i − ω2 + iωFi )

(ω2
i − ω2)2 + ω2F2

i

e−iωt dt,

which has the typical resonance denominator form. These results are simple illus-
trations of the powerful technique of the operational calculus for handling transient
vibrations.

16. A mass particle moves in a constant vertical gravitational field along the curve defined
by y = ax4, where y is the vertical direction. Find the equation of motion for small
oscillations about the position of equilibrium.

17. A plane triatomic molecule consists of equal masses m at vertices of an equilateral
triangle of sides a. Assume the molecule is held together by forces that are harmonic
for small oscillations and that the force constants are identical and equal to k. Allow
motion only in the plane of the molecule.

(a) Without writing the equations of motion, justify your reasoning on the number of
normal modes of the system and how many of these modes have zero frequency.

(b) One of the normal modes corresponds to a symmetrical stretching of all three
vertices of the molecule. Find the frequency of this mode.

18. A particle in an isotropic three-dimensional harmonic oscillator potential has a natural
frequency of ω0. Assume the particle is charged and that crossed static electric and
magnetic fields are applied. Find the vibration frequencies with these electromagnetic
fields present. Discuss the results for the limits of strong and weak fields.



“M06 Goldstein ISBN C06” — 2011/2/15 — page 275 — #38

Exercises 275

19. Show for the case V11 > V22 > 0 and V12 = V21 = 0 in Eq. (6.27) that there are two
normal modes with frequencies ω1 = (V11)

1/2 and ω2 = (V22)
1/2. Reintroduce the

mass factor m and describe a physical system that would show this behavior for small
oscillations.

20. Write the Lagrangian for the case V11 = V22 = 0 and V12 = V21 > 0 for the example
discussed in Eqs. (6.27) to (6.30). Show there is one normal mode of simple harmonic
motion with the frequency ω1 = (V12)

1/2, and a second mode in which the particle
is unbound, receding exponentially to infinity for long time t > τ in accordance with
the expression e−t/τ , where the parameter τ is given by τ = (V12)

−1/2. For this
unbounded mode, how does the distance depend upon time when t < τ? What is the
nature of the point x1 = x2 = 0? Restate your results with the mass parameter m
included explicitly.

21. Write the Lagrangian discussed in Eqs. (6.27) to (6.30) in polar coordinates for the
case V11 = V22 > 0 and V12 = V21 = 0. Show that there is a radial normal mode r =
r0 cos(ωt) with frequency ω = (V11)

1/2 when the angular momentum is zero. Show
that in the case of nonzero angular momentum, the angular momentum is conserved
and the particle can no longer reach r = 0. Write the fictitious potential energy V ′(r)
(Chapter 3) for nonzero angular momentum. When finished, reintroduce the mass
parameter, m, into all equations.

22. Repeat Exercise 21 with the conditions V11 > V22 > 0 and V12 = V21 = 0 and
discuss your results in terms of the effective potential energy of Chapter 3.

23. Make a full analysis of the example discussed in Eqs. (6.27) to (6.30).
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7 The Classical Mechanics of the
Special Theory of Relativity

At the end of the nineteenth century, the physics community had two incom-
patible descriptions of phenomena, Newtonian mechanics and Maxwellian elec-
tromagnetic theory. Newtonian mechanics assumed that all inertial frames were
equivalent, while Maxwell’s wave equations gave a universal speed of light that
implied a preferred inertial frame. Albert Einstein developed the special theory of
relativity to replace Newtonian mechanics with a theory that was consistent with
electromagnetic theory without this implication. After a brief historical survey,
we shall review the assumptions of the special theory and the consequences of
these assumptions. We shall then examine the formalism of the geometric picture
of spacetime that results. Lastly, we develop a Lagrangian formalism and study
attempts to express the results in a proper relativistic form.

In Newtonian mechanics, a set of well-verified laws applies in an inertial frame
of reference defined by the first law. Any frame moving at constant velocity
with respect to an inertial frame is also an inertial frame. Consider two frames
denoted by S and S′ with (t, x, y, z) and (t ′, x ′, y′, z′) the coordinates in S and
S′, respectively. Without loss of generality, we assume the coordinate axes are
aligned, x along x ′, and so on. Let S′ be moving relative to S in the +x-direction
at a speed v, as shown in Figure 7.1.

Newtonian mechanics assumes the spacetime coordinates in S are related to
those in S′ by the simple expressions

t ′ = t,

x ′ = x − vt,

y′ = y, (7.1)

z′ = z.

Transformations of this type are called Galilean transformations. Under this
assumption, it follows that Newton’s second law,

F = d

dt
p,

relating the applied force (F) and the momentum (p) remains invariant, and

F′ = d

dt ′
p′ and t ′ = t. (7.2)

276
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FIGURE 7.1 Galilean transformation from S to S′ by a velocity v in the +x-direction.

The time in both the S and S′ frames is assumed to be (t = t ′). The Newtonian
world view is that the universe consists of three spatial directions and one time
direction. All observers agree on the time direction up to a possible choice of
units. Under these assumptions, there are no universal velocities. If u and u′ are
the velocities of a particle as measured in two frames moving with relative veloc-
ity v as defined by Figure 7.1, then

u′ = u − v. (7.3)

Maxwell’s electromagnetic equations, on the other hand, have a universal con-
stant (denoted by c), which is interpreted as the speed of light. Since this is incon-
sistent with Newtonian mechanics, either Newtonian or Maxwellian mechanics
would have to be modified. After carefully thinking about how the universe would
appear to an observer traveling at the speed of light, Albert Einstein decided that
Maxwell’s equations are correct to all inertial observers and the assumed trans-
formations for Newtonian mechanics are incorrect. The correct transformations
make the speed of light the same to all inertial observers.

7.1 BASIC POSTULATES OF THE SPECIAL THEORY

Einstein used two postulates to develop what became known as the special theory:

1. The laws of physics are the same to all inertial observers.

2. The speed of light is the same to all inertial observers.

A formulation of physics that explicitly incorporates these two postulates is
said to be covariant. Since the speed of light, c, is the same in all coordinate
systems, it is reasonable to consider the numerical value of c as a conversion
factor between the units used in measuring space and the units used in measuring
time. So, c dt is the time interval measured in the same units used to measure
space units. In the SI system of units, c dt has dimensions of meters. Many books
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and articles on relativity set c = 1 and measure time and space in meters. In the
material that follows, we shall show the explicit dependence upon c.

To satisfy the two postulates, the space and time of the special theory consist
of a single entity that we refer to as spacetime. This spacetime is the geometric
framework within which we perform physics. We cannot assume that all observers
make the same division into time and space in the same way. The separation is
unique to each inertial frame. The square of the distance in that spacetime, �s2,
between two points A and B is given by

(�s)2 = c2(time interval)2 − (space interval)2, (7.4)

where the interval is between the two points A and B. If the separation of the
interval is assumed to be infinitesimal, the� is replaced by the differential symbol
d. Since a point in spacetime consists of a specification of three spatial coordinate
values and one time value, the usual convention is to refer to a point in spacetime
as an event. The term event is used because such a point has a definite location
and a definite time in any frame.

The choice of opposite signs for the time and space intervals is intrinsic to
the theory; however, the choice of a positive sign for (c dt)2 is arbitrary. Some
authors define a (ds)2, which is the negative of the choice given in Eq. (7.4). All
sign choices makes (ds)2 = 0 according to the definition in Eq. (7.4) for light,
since the space interval is ±(c × time interval). The choice made here for the
relative signs used for space and time is such that real bodies moving at a velocity
less than light have (ds)2 > 0. This makes ds real for bodies moving slower than
light speed. If (ds)2 > 0, the interval is called timelike. If (ds)2 < 0, the interval
is called spacelike. Intervals for which (ds)2 = 0 are called lightlike or null.

Since, to all inertial observers, objects that travel on timelike paths move less
than the speed of light, they are called tardyons. Hypothetical bodies that always
move faster than light are called tachyons, but such bodies will not concern us
here. Objects moving at the speed of light are called null or lightlike.

In the limit of small displacements (differential displacements), Eq. (7.4)
becomes, in a Cartesian coordinate system,

(ds)2 = (c dt)2 − (dx2 + dy2 + dz2). (7.4′)

The four-dimensional space with an interval defined by Eqs. (7.4) or (7.4′), is
often called Minkowski space to distinguish it from a four-dimensional Euclidean
space for which there would be no minus sign in Eqs. (7.4) or (7.4′). The idea
of using ict for the time coordinate to make the space Euclidean is no longer
useful since it obscures the non-Euclidean nature of spacetime and makes the
generalization to noninertial frames more difficult.

Since the interval between two events of spacetime is a geometric quantity,
all inertial observers measure coordinates that preserve the value of the interval
squared, (ds)2. If S and S′ are two different inertial frames, then

ds′2 = ds2. (7.5)
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Thus, (ds)2 is called the square of the invariant spacetime interval. For this
to be possible, the transformations between the coordinates in S′ and those in
S, must involve the relative velocity between the frames in both the space and
the time parts; that is, the time coordinate can no longer stand independent of
the transformation. This means the relative splitting of spacetime into space and
time will be different for different inertial observers. Since the time measured in
a laboratory frame is different from that measured by an observer at rest with
respect to the body under study, we must distinguish these times. We distinguish
them by calling the time inverval measured by a clock at rest with respect to a
body the proper time of that body’s frame, while the other inertial observer uses
a time that is often called laboratory time. As a special case of Eq. (7.4), con-
sider the relation between the proper time, τ , measured by an observer at rest
with respect to an object in frame S′ with coordinates (τ, x ′, y′, z′), which is
moving at a velocity, v, with respect to a laboratory frame S with coordinates
(t, x, y, z). In the rest frame of the object, there is no motion, so Eqs. (7.4′) and
(7.5) give

c2(dτ)2 = c2(dt)2 − v2(dt)2 = c2(dt)2
(

1 − v2

c2

)

or

dt = dτ√
1 − v2

c2

(7.6)

Since Eq. (7.6) makes dτ < dt , this effect on dt is called “time dilation”: moving
clocks appear to run slower.

The invariance of the interval expressed in Eq. (7.5), naturally divides space-
time into three regions, sketched in Fig. 7.2 relative to any event A at time tA
(A is located at x = y = t = 0 in Figure 7.2). If an event B at time tB is such
that (dsAB)2 > 0, then all inertial observers will agree on the time order of the
events A and B. It is even possible to choose an inertial frame where B has the
same space coordinates as A. If tB is less than tA in one inertial frame, then tB is
less than tA in all inertial frames. We call this region the past. Likewise, there is a
region called the future where for event C (shown in Figure 7.2), tC is greater than
tA for all inertial observers. Both the past and the future could be causally related
to the event A. For any event inside the light cone, there exists a frame in which
that event and the origin have the same x , y, z coordinates.

If (dsAD)2 < 0, then there exist a set of inertial frames in which the relative
order of tA and tD can be reversed or even made equal. This region has sometimes
been referred to as the elsewhere, or as the elsewhen. In the region in which event
D is located, there exists an inertial frame S′ with its origin at event the A in
which D is at the same time as A (but somewhere else). There also exist frames
in which the time of D occurs before A and frames in which the time of D is after
event A. Separating the past-future and the elsewhere is the null or light cone,
where ds2 = 0. The null cone is the set of spacetime points from which emitted
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FIGURE 7.2 The three dimensions (ct , x , and y) of the light cone. The third spatial
dimension has been suppressed. The event A referenced in the text is located at x = y =
ct = 0. The light cone is the set of (ct, x, y) traced out by light emitted from ct = x =
y = 0 or by light that reaches x = y = 0 at time ct = 0. The past and future lie inside the
light cone. This figure is of necessity misleading because all points on the light cone have
zero separation in spacetime.

light could reach event A, and those points from which light emitted from event
A could reach. Any interval between the origin and a point inside the light cone
is timelike, and any interval between the origin to a point outside the light cone is
spacelike. Understanding the implication of the division of spacetime by the light
cone is usually all that is needed to resolve the apparent paradoxes of the special
theory.

7.2 LORENTZ TRANSFORMATIONS

The simplest set of transformations that preserve the invariance of the interval,
ds2, are called Lorentz transformations. These transformations are simplest in the
sense that they are linear in the coordinates and as the relative velocity goes to
zero, the transformations become identity transformations. If we consider parallel
Cartesian coordinate systems, S and S′, whose origins coincide at t = t ′ = 0, and
whose relative velocity is v along the x axis as measured by S, and define

β = v

c
, and γ = 1√

1 − β2
, (7.7)

then the following four equations relate the two sets of coordinates

ct ′ = ct − βx√
1 − β2

= γ (ct − βx) (7.8a)

x ′ = x − βct√
1 − β2

= γ (x − βct) (7.8b)
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y′ = y (7.8c)

z′ = z. (7.8d)

Here we are only interested in transformations for which t ′ → t and x ′ → x as
β → 0. As matrices, these transformations appear as

⎡
⎢⎢⎣

ct ′
x ′
y′
z′

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
γ −γβ 0 0

−γβ γ 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦
⎡
⎢⎢⎣

ct
x
y
z

⎤
⎥⎥⎦ . (7.8′)

In the limit of β � 1, Eqs. (7.8) reduce to the Galilean transformations as
expected.

The generalization to arbitrary orientation of the velocity relative to the axes
is straightforward. Since we are considering spacetime a four-dimensional entity,
we would expect to deal with four-dimensional vectors. Using the notation
(ct, x, y, z) = (ct, r) allows the writing of the generalization of Eqs. (7.8′)
to the case where v is not parallel to an axis, as

ct ′ = γ (ct − b ? r)

r′ = r + (b ? r)b(γ − 1)

β2
− bγ ct, (7.9)

provided the two sets of axes are aligned. Another way to express this arbi-
trary velocity is to consider the Lorentz transformation between two inertial
coordinate systems with aligned axes, as a matrix transformation relating the two
4-quantities, x = (ct, r) and x′ = (ct ′, r ′), where

x′ = Lx (7.10)

We treat x′ and x as column matrices and L as the symmetric matrix

L =

⎡
⎢⎢⎢⎢⎢⎣

γ −γβx −γβy −γβz

−γβx 1 + (γ − 1)β
2
x
β2 (γ − 1)βxβy

β2 (γ − 1)βxβz
β2

−γβy (γ − 1)βxβy

β2 1 + (γ − 1)
β2

y

β2 (γ − 1)βyβz

β2

−γβz (γ − 1)βxβz
β2 (γ − 1)βzβy

β2 1 + (γ − 1)
β2

z
β2

⎤
⎥⎥⎥⎥⎥⎦ . (7.11)

This reduces to the results given in Eqs. (7.8′) when βx = β, βy = βz = 0.
These transformations map the origin of S and the origin of S′ to (0, 0, 0, 0).

Hence the coordinates of both origins correspond to the same location in space-
time. If this is not desired, there is a more general transformation of the form

x′ = Lx + a (7.12)
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where L is a spacetime rotation (boost) and a is a spacetime translation. This is the
Poincaré transformation or the inhomogeneous Lorentz transformation. We shall
consider only homogeneous transformations for which a of Eq. (7.12) is zero.

7.3 VELOCITY ADDITION AND THOMAS PRECESSION

The most general homogeneous Lorentz transformation will involve both a veloc-
ity change and a rotation of the coordinates. The velocity transformation is termed
a boost and has the form of Eq. (7.11). Any homogeneous Lorentz transformation,
L, can be written as

L = RL0 = L′0R′ (7.13)

where R is a rotation matrix as discussed in Chapter 4, and L0, which is called
a restricted or proper Lorentz transformation, corresponds to a pure boost. The
restricted Lorentz transformations form a representation of the Lorentz group.*
Since R is not symmetric and L0 is symmetric, L will, in general, have no sym-
metry. Also, since L0 and R are matrices, RL0 �= L0R. There will exist two other
transformations L′0 and R′ such that RL0 = L′0R′.

For any Lorentz transformation, L, there is an inverse transformation, L−1, such
that

LL−1 = L−1L = 1, (7.14)

where 1 is the diagonal unit 4 × 4 matrix with elements δαβ . The existence of
an inverse places four constraints on the diagonal element and six on the off-
diagonal elements for a total of ten constraints on the Lorentz transformation.
There are then only six independent components. Three of these correspond to
the components of the relative velocity vector and three correspond to the Euler
angles of the rotation (see Section 4.4).

Consider three inertial systems, S1, S2, and S3, with x axes aligned. Let S2 be
moving at a velocity v along the common x-direction with respect to S1 and let
S3 be moving at velocity v′ along the common x-direction with respect to S2. The
Lorentz transformation from S1 to S3 is given by

L1−3 =

⎡
⎢⎢⎣

γ ′ −γ ′β ′ 0 0
−γ ′β ′ γ ′ 0 0

0 0 1 0
0 0 0 1

⎤
⎥⎥⎦
⎡
⎢⎢⎣
γ −γβ 0 0

−γβ γ 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦

=

⎡
⎢⎢⎣
γ γ ′(1 + ββ ′) −γ γ ′(β + β ′) 0 0
−γ γ ′(β + β ′) γ γ ′(1 + ββ ′) 0 0

0 0 1 0
0 0 0 1

⎤
⎥⎥⎦

*Group concepts are discussed in Appendix B.
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where Eq. (7.7) defines β and γ for v and β ′ and γ ′ for v′. Let β ′′ be the speed of
S3 relative to S1 and γ ′′ the associated factor, then since L1−3 can be written as a
single Lorentz transformation with a velocity β ′′ with its associated γ ′′ as

L1−3 =

⎡
⎢⎢⎢⎣

γ ′′ −γ ′′β ′′ 0 0

−γ ′′β ′′ γ ′′ 0 0

0 0 1 0

0 0 0 1

⎤
⎥⎥⎥⎦ ,

and, since these two forms of L1−3 must be the same, we have

β ′′ = β + β ′
1 + ββ ′ (7.15)

This is the relativistic addition of velocity formula for parallel velocities.
The product of any two transformations, L1 and L2 is itself a Lorentz trans-

formation, L3. Such a Lorentz transformation will, in general, involve not only
a boost, but may also include a rotation of coordinate axes. If both L1 and
L2 are pure boosts but their two velocities are not parallel, L3 will involve
a rotation in addition to a boost. This rotation is called the Thomas preces-
sion rotation. The usual form for the Thomas precession assumes the second
boost, L2 has a velocity small compared to the first boost, L1 and also that
it is small compared to the speed of light. For example, the Thomas preces-
sion can be observed for a gyroscope orbiting the Earth or for electrons in
atoms.

Consider three inertial frames S1, S2, and S3, with S2 moving at a velocity b
with respect to S1 and S3 moving at a velocity of b′ with respect to S2. Without
loss of generality, we can arrange the axes of S1 so that b is along the x axis of
S1 and b′ lies in the x ′y′ plane of S2; that is, β, β ′ define the x ′y′ plane of S2. Let
L represent the transformation from S1 to S2 and L′ the transformation from S2 to
S3 with γ and γ ′ associated with b and b′. Then from Eq. (7.11),

L =

⎛
⎜⎜⎜⎝

γ −γβ 0 0

−γβ γ 0 0

0 0 1 0

0 0 0 1

⎞
⎟⎟⎟⎠ (7.16)

and

L′ =

⎡
⎢⎢⎢⎢⎢⎣

γ ′ −γ ′β ′x ′ −γ ′β ′y′ 0

−γ ′β ′x ′ 1 + (γ ′ − 1)
β ′2x ′
β ′2

(γ ′ − 1)
β ′

x ′β
′
y′

β ′2
0

−γ ′β ′y′ (γ ′ − 1)
β ′

x ′β
′
y′

β ′2
1 + (γ ′ − 1)

β ′2y′
β ′2

0

0 0 0 1

⎤
⎥⎥⎥⎥⎥⎦ . (7.17)
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We assume that the components of b′ are small and only need be retained to first
order giving via matrix multiplications of Eq. (7.16) and Eq. (7.17)

L′′ = L′L =

⎡
⎢⎢⎣

γ γ ′ −γ γ ′β −γ ′β ′y′ 0
−γβ γ 0 0

−γ γ ′β ′y′ γβγ ′β ′y′ γ ′ 0
0 0 0 1

⎤
⎥⎥⎦ (7.18)

Since L′′ is not symmetric, it must correspond to a rotation and a boost. We shall
write the velocity of S3 as observed by S1 as b′′.

Since the off-diagonal elements corresponding to the z axis are zero, this
rotation is about an axis perpendicular to the xy plane. The boost from S1 to S3
is denoted by b′′, and we assume that b′ is small compared to b and also small
compared to the speed of light (γ ′ ≈ 1). Then, to first order, the nonvanishing
components of β ′′ are (Since the velocity perpendicular to x is small we can
ignore to first order the distinction among y, y′, and y′′)

β ′′x = β, β ′′y = β ′y
γ
, β ′′2 = β2, and γ ′′ = γ, (7.19)

and Eq. (7.18) becomes

L′′ ≈

⎡
⎢⎢⎣

γ ′′ −γ ′′β ′′x −γ ′′β ′′y 0
−γ ′′β ′′x γ ′′ 0 0
−γ ′′β ′′y γ ′′β ′′x β ′′y 1 0

0 0 0 1

⎤
⎥⎥⎦ . (7.18′)

In this approximation, a pure Lorentz transformation from S3 to S1 (the inverse
transformation) would correspond to a large boost in the x ′′ axis of −β ′′x and a
small boost in the y′′ axis of −β ′′y . The Lorentz boost for that transformation

L3−1 =

⎡
⎢⎢⎢⎢⎣
γ ′′ γ ′′β ′′x γ ′′β ′′y 0

γ ′′β ′′x γ ′′ (γ ′′ − 1)
β ′′y
β ′′x

0

γ ′′β ′′y (γ ′′ − 1)
β ′′y
β ′′x

1 0

0 0 0 1

⎤
⎥⎥⎥⎥⎦ . (7.20)

Finally, the rotation matrix induced by the rotation from S1 to S3, after some
algebraic simplification and the dropping of higher-order terms in b′′, is found
to be

R = L′′L3−1 =

⎡
⎢⎢⎢⎣

1 0 0 0

0 1 (γ − 1)
β ′′y
β

0

0 −(γ − 1)
β ′′y
β

1 0
0 0 0 1

⎤
⎥⎥⎥⎦ . (7.21)
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Comparison with Eq. (4.44) shows that R implies S3 is rotated with respect to S1
about the z axis through an infinitesimal angle:

�� = (γ − 1)
β ′′y
β

= β ′′yβ
(
γ − 1

β2

)
. (7.22)

The spatial rotation resulting from the successive application of two nonparallel
Lorentz transformations has been declared every bit as paradoxical as the more
frequently discussed apparent violations of common sense, such as the so-called
“twin paradox.” But the present apparent paradox has important applications,
especially in atomic physics, and therefore has been abundantly verified exper-
imentally.

Consider a particle moving in the laboratory system with a velocity v that is
not constant. Since the system in which the particle is at rest is accelerated with
respect to the laboratory, the two systems should not be connected by a Lorentz
transformation. We can circumvent this difficulty by a frequently used stratagem
(elevated by some to the status of an additional postulate of relativity). We imagine
an infinite number of inertial systems moving uniformly relative to the laboratory
system, one of which instantaneously matches the velocity of the particle. The
particle is thus instantaneously at rest in an inertial system that can be connected to
the laboratory system by a Lorentz transformation. It is assumed that this Lorentz
transformation will also describe the properties of the particle and its true rest
system as seen from the laboratory system.

Suppose now that S1 is the laboratory system, while S2 and S3 are two of the
instantaneous rest systems a time�t apart in the particle’s motion. By Eq. (7.22),
the laboratory observer will see a change in the particle’s velocity in this time,
�v, which has only a y-component β ′′y c = �v. Since the initial x axis has been
chosen along the direction of v = βc, the vector of the infinitesimal rotation in
this time can be written as

�� = −(γ − 1)
v3�v
v2

(7.23)

Hence, if the particle has some specific direction attached to it (such as a spin
vector), it will be observed from the laboratory system that this direction precesses
with an angular velocity

v = d�

dt
= −(γ − 1)

v3 a
v2

(7.24)

where a is the particle’s acceleration as seen from S1. Equation (7.24) is frequency
encountered in the form it takes when v is small enough that γ can be approxi-
mated (using γ ≈ 1 + 1

2β
2) as

v = 1

2c2
(a3 v). (7.25)

In either form, v is known as the Thomas precession frequency.
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7.4 VECTORS AND THE METRIC TENSOR

We will use the notation that the coordinates, which need not be Cartesian, are
written as xμ where x0 = ct is the time coordinate, and x1, x2, x3 are the space
coordinates. This change in notation is needed to be consistent with the develop-
ments in the following sections.

Consider an arbitrary one-dimensional curve in 4-dimensional spacetime, P ,
described by a parameter λ, where for a given λ the coordinates of a point of
the curve can be written as x0(λ), x1(λ), x2(λ), x3(λ). In introductory texts a
4-vector, v, is defined by this curve as an arrow whose tail is located at an event A
on the curve and whose head is at an event B on the curve where vAB = PB−PA.
However, instead of defining the vector at two points, we can use the parameter
λ, which is a measure of the length along the curve from A to B, by writing

vAB =
(

dP
dλ

)
λ=0

. (7.26)

Such a 4-vector is a tangent vector to the curve. We adopt the notation that the
components of vectors are written with superscripts such as v0, v1, v2, v3. In spite
of the way we draw tangent vectors, they do not have any extension in spacetime.
The arrows we draw simply help us visualize the vector. At each point along the
curve, the tangent vector has a direction and a magnitude. For curves that are
timelike, the proper time, τ , is usually chosen as the parameter λ. The laboratory
coordinates are then x0 = ct (τ ), x1 = x(τ ), x2 = y(τ ), x3 = z(τ ), and the
tangent to the curve is the four-velocity, u, of a particle traveling along the curve
P . Equation (7.26) becomes

u0 = dct

dτ
= γ c, ui = dxi

dτ
= γ vi (7.27)

where vi = dxi/dt is the normal three-velocity with v2 = (vx )2 + (vy)2 + (vz)2.
We shall assume that Greek letters can take on the values 0–3 and Latin letters
the values 1–3. Repeated indices are summed. Since the 4-velocity of a particle is
defined over a range of the parameter λ, there is an infinite set of 4-velocities for
the particle, one for each value of λ. Such a set of vectors is termed a vector field.
Some common examples of vector fields are given in Table 7.1.

We assume that the components of any 4-vector can be expressed by the val-
ues of the vector’s projections along a set of basis vectors, e0, e1, e2, e3, and
that the coordinates are measured along the direction given by the basis vectors.
Such a system is called a coordinates basis.* Cartesian, spherical, and cylindrical
coordinate systems, among many possible systems, can have such a basis set. The
position of a point on the curve P(τ ) can be written as

P(τ ) = xμ(τ)eμ, (7.28)

*The choice of a coordinate basis is arbitrary but avoids some complications. For this introductory
chapter we will assume that each basis vector lies in the direction of its increasing coordinate.
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TABLE 7.1 Examples of Vector Fields

Time Space
Name Portion Portion (Magnitude)2 Type

Coordinate ct r c2t2 − r2 spacelike, null, or timelike

Velocity γ c γ v c2 timelike

Momentum E
c p m2c2 timelike

Force γ
c

d E
dt γ

dp
dt = γF −(FNewtonian)

2 spacelike

Current density γρc γ J ρ2c2 timelike

where repeated Greek indices, one raised and one lowered, are summed from 0
to 3. In particular, the 4-velocity given in Eq. (7.27) becomes

u = dP
dτ

= dxμ

dτ
eμ = uμeμ. (7.29)

The magnitude of the 4-velocity is a scalar whose values can vary as we
change λ. This set of magnitudes is an example of a scalar field. To convert a
4-vector field to a scalar field, we need what is called a functional,* which can
convert a pair of vectors into a scalar function at each point in spacetime. In other
words, we wish to define the scalar product of two vectors or vector fields. This
conversion of a 4-vector field (or two different vector fields) to a scalar field is
an example of a mapping. If both the vectors are the same, then this scalar would
be the square of the length of the vector, and when the vectors are different, it
is called the scalar product of the vectors. Such a functional is called the metric
tensor, g.† The metric tensor functional can be considered as a machine with two
slots (both of which are linear) into which you can insert two vectors to produce
a scalar (real-valued function). That is,

g(u, v) = g(v, u) = u · v, (7.30)

is the scalar product. In particular if the basis vectors are inserted into the metric,

gαβ = g(eα, eβ) = eα · eβ. (7.31)

The gαβ are the components of the metric tensor associated with the basis vec-
tors eα . For example, consider a two-dimensional Minkowski space with coordi-
nates ct and x and a vector v = (a, b). Then g(v, v) = a2 − b2 and g00 = 1,
g11 = −1.

The form of the gαβ is defined by the form for the interval. This suggests that
we consider small displacements. If the relative displacement vector between two

*A functional is a function whose arguments are themselves functions.
†We use the same notation for tensors in 4-space as we do for 4-vectors.
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points is small, it can be written as

dζ = �xαeα. (7.32)

Recasting Eq. (7.32) in the language of Eq. (7.4′), we see for Minkowski
coordinates

(�s)2 = dζ ? dζ = �xα�xβeα ? eβ = gαβ�xα�xβ

= (c�t)2 − (�x)2 − (�y)2 − (�z)2.

In the limit of infinitesimal displacements this can be written as

ds2 = gαβdxαdxβ, (7.32′)

which holds for any metric tensor. The metric tensor for a Minkowski coordinate
system, using the +−−− sign convention, has the following tensor representa-
tion*

g =

⎛
⎜⎜⎝

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

⎞
⎟⎟⎠ . (7.33)

The scalar product of two vectors in this coordinate system is

u ? v = uαvβgαβ = u0v0 − u1v1 − u2v2 − u3v3. (7.34)

It is straightforward to show that in any coordinate system, the square of the
magnitude of the four-velocity is

u ? u = c2. (7.35)

The 4-momentum can be defined from Eq. (7.27)

p = mu, (7.36)

where the mass, m, is a scalar. So the length squared of the four-momentum is

p ? p = m2c2, (7.37)

or from Eqs. (7.27) and (7.34),

p ? p = m2c2 = m2c2γ 2 − m2v2γ 2 = E2

c2
− p2 (7.38)

*The notation used for the display of a matrix is [ ], while for tensors ( ) will be used as it was
in Chapter 5. Matrices are used for relating different coordinate frames while tensors are physical
geometric objects.
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where p is the length of the 3-momentum. This last form of Eq. (7.38) is often
written as

E2 = m2c4 + p2c2. (7.38′)

The relativistic kinetic energy, T , is defined as

T = E − mc2 = mc2(γ − 1) (7.39)

=
√
(mc2)2 + p2c2 − mc2. (7.39′)

For β � 1, a power series expansion gives

T = 1
2 mv2 + O(β4). (7.40)

Since p = mγ v, Eq. (7.39) shows that the kinetic energy of a body with finite rest
mass tends to infinity as the speed approaches that of light (as β → 1, γ → ∞).
In other words, it takes an infinite amount of energy to increase the speed of a
mass particle (or a space ship) from any velocity less than c to c itself. This is
another proof that it is impossible to attain or exceed the speed of light starting
from any finite speed less than c.

7.5 1-FORMS AND TENSORS∗

Suppose we insert only one 4-vector into the metric tensor in Eq. (7.30). We
would produce an object that could be written as uα = gαβuβ . For example, in
the two-dimensional Minkowski space, if uα has components (a, b), then uα has
components (a,−b). This geometric object, uα , is called a 1-form or, in an older
notation, a covariant vector. In the older notation the vector itself was called a
contravariant vector. If the vector is thought of as a directed line, the 1-form is a
set of numbered surfaces through which the vector passes as is shown in Fig. 7.3.
It is another functional (machine) similar to g, except it converts a vector to a
linear real-valued scalar function. That is, if η is a 1-form (field) and v is some
vector (field), the quantity denoted by 〈h, v〉 is a number that tells us how many
surfaces of η are pierced by v. For each vector field V , there is an associated
1-form, Vη such that 〈Vη, V 〉 = V ·V is the scalar contraction or the square of the
magnitude of V .

The gradient is an example of a 1-form since, if we consider a curve P , param-
eterized by λ, where λ = 0 at P0 and take a scalar function, f , defined along the
curve,

∂v f = ∂

∂λλ=0
f (P(λ)) = d f

dλP0

= vα
∂ f

∂xα
. (7.41)

∗The material in Sections 7.5 and 7.6 is not needed for Section 7.7. The Section order has been chosen
for continuity of ideas.
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FIGURE 7.3 A vector v between two neighboring points and a 1-form η. The piercing
of η by v produces a number given by 〈η, v〉, the number (including fractions) of surfaces
pierced.

So

∂α = ∂eα = ∂

∂xα
. (7.42)

We often write either ∂v or d to indicate the gradient of a scalar. Several
examples of vectors, 1-forms, scalar products, and metrics from relativity and
other areas of physics are given in Table 7.2.

The gradient of the coordinates, vα , defined as

vα = dxα, (7.43)

provides a set of basis 1-forms since

〈vα, eβ〉 = δαβ , (7.44)

TABLE 7.2 Examples of Vectors and 1-forms

SYSTEM Vectors: 1-forms: Scalar Metric
(Contravariant (Covariant Contraction
Components) Components)

Euclidean (dx, dy, dz) (dx, dy, dz) dx2 + dy2 + dz2 1 0 0
Cartesian (x, y, z) 0 1 0

0 0 1

Euclidean
Spherical

(dr, dθ, dφ) (dr, r2 dθ,
r2 sin2 θ dφ)

dr2 + r2 dθ2

+ r2 sin2 θ dφ2
1 0 0
0 r2 0
0 0 r2 sin2 θ

Solid-state r (lattice vector) k (reciprocal vector) r · k varies

Quantum theory |i〉 (ket) 〈 j | (bra) 〈 j |i〉 |i〉〈 j |
Special theory of

relativity
(Minkowski)

(c dt, dr) (c dt,−dr) c2 dt2 − dr2 1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
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and any 1-form η can be written as

η = ηαvα. (7.45)

It follows that

〈η, eα〉 = ηα (7.46)

and for any vector, v

〈η, v〉 = ηαv
α. (7.47)

This gives us two ways to calculate the scalar product of two vectors v and u.
If we define the inverse metric by

gαβg
βγ

= δαγ (7.48)

or in index-free notation by

g−1g = gg−1 = 1, (7.48′)

we can convert vectors (uα) to 1-forms (ua) and conversely as

uα = gαβuβ and uα = gαβuβ. (7.49)

We can therefore write for two 4-vectors u and v (or they could be two 1-forms),

u ? v = g(u, v) = gαβuαvβ = uαvα = uαvβgαβ. (7.34′)

Since each 1-form has a unique associated vector, we could use the same symbol
for both. The difference is important only when considering components.

In terms of the two-dimensional example that we previously considered
(Minkowski spacetime) with ct and x as the coordinates), if the vector u has
components (a, b) and the vector v has components (c, d), the last three terms of
the preceding equation can be written as

gαβuαvβ = (1)(a)(c)+ (−1)(b)(d) = ac − bd,

uαvα = (a)(c)+ (b)(−d) = ac − bd,

and

uαvβgαβ = (a)(c)(1)+ (b)(d)(−1) = ac − bd.

It may help to consider the relationship between a vector and a 1-form from a
more general point of view using the Minkowski two-dimensional space as an
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example. A vector V in two-dimensional space with basis vectors e1 and e2 can
be written as

V = V 1e1 + V 2e2

In general, it is not necessary that any of the basis vectors be normalized (e1 ? e1 �=
1, e2 ? e2 �= 1) or that they be orthogonal (e1 ? e2 �= 0). This means that the
magnitude of the scalar product is not conveniently obtained from a simple sum
of squares

V ? V =
2∑

i, j=1

V i V j = (V 1)2e1 ? e1 + V 1V 2(e1 ? e2 + e2 ? e1)+ (V 2)2e2 ? e2

�=
2∑

i=1

V i V i ,

and it does not have the value
√
(V 1)2 + (V 2)2. One way to obtain the magni-

tude of the vector is to define the dual space with basis vectors v1 and v2 (cf.
Eq. (7.43)), which have the properties

e1 ?v1 = v1 ? e1 = e2 ?v2 = v2 ? e2 = 1
and e1 ?v2 = v2 ? e1 = e2 ?v1 = v1 ? e2 = 0.

We say that the vector basis, ei , is orthonormal to the 1-form basis vi . The 1-form,
v, corresponding to the vector V may be written as

v = v1v1 + v2v2.

This vector has a (magnitude)2 of

(magnitude)2 = v ? V = V ? v = V 1v1 + V 2v2.

When we want to require an object to be expressed in terms of its coordinate basis
vectors we will write with a Roman letter (e.g., u) and use Greek letters when it
is to be expressed in terms of the basis 1-forms (e.g., η). This same approach
provides the scalar product of two vectors V and U in terms of their associated
1-forms v and u as

scalar product = V ? u = v ?U = u ? V = U ? v = V 1u1+V 2u2 = v1U 1+v2U 2.

These results are easily generalized to more dimensions, to spaces that have
an indefinite metric, and even to more general spaces, such as those discussed in
Section 7.11. For example, in a four-dimensional Minkowski space, the 1-form,
v, associated with the vector V , is v0 = V 0, v1 = −V 1, v2 = −V 2, v3 = −V 3,
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so the squared length of the vector V is

V 0v0 + V 1v1 + V 2v2 + V 3v3 = V 0V 0 − V 1V 1 − V 2V 2 − V 3V 3.

The Lorentz transformations can be expressed in terms of the basis vectors. If
we let x0, x1, x2, x3 be the coordinates in a frame S and xα

′ = xα
′
(x0, x1, x2, x3)

be the transformed coordinates in the frame S′, then the Lorentz transformation
can be written as

xα
′ = Lα

′
βxβ and xα = Lαβ ′xβ

′
, (7.50)

where Lαβ ′ is the inverse transformation of Lα
′
β . The basis vectors transform as

eα′ = Lβα′eβ and eα = Lβ
′
αeβ ′ . (7.51)

Any vector transforms as v = vαeα = vβ
′
eβ ′ , so 〈η, v〉 = ηαv

α = ηα′v
α′ . This

means that 1-forms transform as η = ηαvα = ηα′vα
′
, and it follows that

vα
′ = Lα

′
βvβ and vα = Lαβ ′vβ

′
, (7.52)

so

vα
′ = Lα

′
βv
β and vα = Lαβ ′vβ

′
, (7.53)

and

ηα′ = Lβα′ηβ and ηα = Lβ
′
αηβ ′ . (7.54)

To convert vectors, sum on the second (lowered) index of the transformation
matrix. To convert 1-forms, sum on the first (raised) index. In tensor notation,
vectors are columns, while 1-forms are rows.

Scalars, vectors and 1-forms are simple examples of geometric objects called
tensors. A tensor is a functional into which we insert p vectors and n 1-forms
to produce a mapping onto a scalar. We describe a tensor by saying that it has a
rank given by the numbers n and p, where n is the number of 1-forms insertions
possible and p is the number of possible vector insertions. A tensor, Q, with n
1-form slots and p vector slots is written as Q of rank

(n
p

)
. A tensor H of rank(n

p

)
is a functional into which we can insert n 1-forms σ, λ, . . . , β and p vec-

tors u, v, . . . , w to produce a scalar. For example, the energy momentum vector
(E/c,p) is a tensor of rank

(1
0

)
, since contracting it with a 1-form produces a

scalar. An example of an ordinary second-rank tensor is the quadrupole tensor of
rank

(2
0

)
.

Although the components of 1-forms are written with their indices down, the
number of 1-form slots is written as the upper of the two numbers used to give the
rank of a tensor. This is because in component notation the object generated will
have that number of indices to be contracted with 1-forms. For example, if S is a
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tensor of rank
(2

1

)
,

S(σαω
α, λβω

β, vγ eγ ) = σαλβv
γ S(ωα, ωβ, eγ ) = Sαβγ σαλβv

γ , (7.55)

where the Sαβγ are called the components of the tensor S in the chosen coordinate
frame. The output of S is a scalar (see Eq. (7.55)), so if we repeat this calcula-
tion in another Lorentz frame, we obtain the transformation law for the tensor
components under a coordinate transformation,

Sα
′β ′
γ ′ = Sαβγ Lα

′
αLβ

′
βLγ γ ′ . (7.56)

The metric tensor can be used to convert indices from vector to 1-form or 1-form
to vector; for example,

Sαβγ = gβσ Sασ γ . (7.57)

Hence, any tensor of rank
(n

p

)
can be converted by the metric tensor, without

loss of information, to any arrangement of tensor and 1-form indices desired as
long as the total number of indices (n + p) is conserved. All of these objects are
different coordinate forms of the same geometric object (tensor).

Consider our two-dimensional example with a vector, u, whose components
are (a, b) and a 1-form, σ , with components (c, d). If we examine a tensor W of
rank

(1
1

)
, then, from Eq. (7.55),

W (σ, u) = Wα
βσαuβ = W 0

0ca + W 0
1cb + W 1

0da + W 1
1db.

Physically, by using sets of vectors, u’s, and 1-forms, σ ’s, and measuring the
value of the scalar field W (σ, u), the values of the components of Wα

β can be
determined in one frame. And from Eq. (7.56), specialized to the number and
type of components, the values in all inertial frames are known. In a Minkowski
space with pseudo-Cartesian coordinates, the components of the tensor W of rank(1

1

)
can be converted to a corresponding tensor of rank

(0
2

)
using the metric tensor

in Eq. (7.33) {g00 = 1, g11 = g22 = g33 = −1} and the expression in Eq. (7.57)
to give the following relations:

W00 = g00W 0
0 = W 0

0, W01 = g00W 0
1 = W 0

1,

W10 = g11W 1
0 = −W 1

0, and W11 = g11W 1
1 = −W 1

1.

Given any two vectors, we can construct a second-rank tensor by the operation
called tensor product, T = u ⊗ v. The tensor product is a machine whose output
is a number when the two vectors and the two 1-forms are inserted

(u ⊗ v)(s,l) = 〈s,u〉〈λ, v〉. (7.58)

The components of the tensor product are

T αβ = uαvβ. (7.59)
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In our two-dimensional example of vector u with components (a, b) and vector
v with components (c, d), Eq. (7.59) becomes written in tensor form

(T αβ) =
(

ac ad
bc bd

)
.

This process can be continued and could include 1-forms as well as vectors; for
example, two vectors (u, v) and a 1-form (s) would be written as u ⊗ v ⊗ s.

Other useful operations include the gradient, contraction, the divergence, and
the wedge product. First, let us consider the gradient operation. We used d for
the gradient operation on scalars. For a higher-rank tensor, the gradient is often
denoted by =. In three-dimensional Cartesian space, � is the operator

� = i
∂

∂x
+ j

∂

∂y
+ k

∂

∂z
,

which may also be written as

∂r = e1
∂

∂x1
+ e2

∂

∂x2
+ e3

∂

∂x3
.

Returning to 4-dimensions, an example of a more general case, let S be a
(0

3

)
rank

tensor, then by definition, =S(u, v,w, j) = ∂jS(u, v,w) with the vectors u, v, w
held fixed, and

=S(u, v,w, j) = ∂ξ (Sαβγ uαvβwγ ) = ∂Sαβγ
∂xδ

ξ δuαvβwγ = Sαβγ,δξ
δuαvβwγ .

(7.60)
That is, the gradient operates only on the coefficients in the definition of the tensor,
not on the included vector fields. Since the vectors and 1-forms in Eq. (7.60) are
arbitrary and constant, we can rewrite the preceding as

∂ξ (Sαβγ ) = ∂Sαβγ
∂xδ

ξ δ = Sαβγ,δξ
δ, (7.60′)

where the ξδ define the direction of the gradient, and the last equality shows
clearly that the derivative does not operate on the vector given by ξδ .

In Minkowski spacetime, contracting the energy momentum vector (E/c, p)
with the charge-current 1-form (rc,−J) produces the scalar (Eρ − p ? J). This
idea can be extended to reduce the rank of a tensor by a process called contraction.
The contraction operation can be performed on any tensor whose total rank (sum
of vector and 1-form indices) is equal to or greater than 2. To do this, enter a basis
vector in one slot and the corresponding 1-form basis in another slot and sum
over the basis, thereby producing a lower-rank tensor. For example, consider the
4-index tensor whose components are Rαμβν . We can form a two-index tensor
by the inserting a basis 1-form into the first slot of the tensor definition, and the
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related basis vector in the third slot, and summing over the basis set. Formally,

R(eα, u,wα, v) = M(u, v), (7.61)

or in component form

Mμvuμvν = Rαμ
α
νuμvν, (7.62)

which can be written as

Mμν = Rαμ
α
ν. (7.62′)

In three-dimensional Cartesian space, the divergence of a vector V is the scalar
quantity = ?V = ∂Vx

∂x + ∂Vy
∂y + ∂Vz

∂z , while in 4-dimensional space the 4-divergence

is ∂Vμ

∂xμ . In Minkowski spacetime the 4-divergence operator is often denoted by the
same symbol, =, in italics, or by � whose components are

�μ = =μ = vαμ
1

∂xα
,

with vαμ the 1-form basic components. For example, the continuity equation in
electromagnetic theory is

∂ jμ

∂xμ
= � ? J = = ? J = ∂(ρc)

∂ct
+ � ? j = ∂ρ

∂t
+ � ? j = 0.

The operator =2 (sometimes written as �2) is called the d’Alembertian and is

�2 = =2 = = ?= = gμv
∂

∂xμ
∂

∂xv
= 1

c2

∂2

∂t2
−
(
∂2

∂x2
+ ∂2

∂y2
+ ∂2

∂z2

)

where the last equality is the expression in Minkowski space with Cartesian
coordinates. The 4-divergence operator on tensors reduces the rank of the tensor
by 1. For spacetime tensors, the divergence is written as = ? S and, considering as
an example a tensor S with a slot for a 1-form and three vector slots,

� ? S(u, v) = = ? S(u, v) = = ? S(vα, u, v, eα) = Sαβγ,αuβvγ . (7.63)

That is, the gradient of Eq. (7.60) is taken along a basis direction, and then a
contraction is formed between this direction and one of the 1-form slots in the
tensor. In component form, this reduces to

∇αSαβγ = Sαβγ,α. (7.63′)

The final tensor operator we need is the wedge product, also called the bivector
or biform, which is

u ∧ v = u ⊗ v − v ⊗ u, (7.64)
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where the tensor product, ⊗, was defined in Eq. (7.58). The wedge product is an
antisymmetric vector product. In component form, Eq. (7.64) becomes

(u ∧ v)αβ = uαvβ − vαuβ. (7.64′)

Successive ∧ operations can be strung together just like the ⊗ operator. The
wedge product is useful whenever we deal with antisymmetric expressions. In
particular, when we look at the electromagnetic field in the next section, we will
discover that the fundamental field tensor, called Faraday, can be expressed in
terms of the wedge product.

Consider the two-dimensional example used previously, where u = u1e1 +
u2e2 and v = v1e1 + v2e2. The wedge product in Eq. (7.64′) has components
W = u ∧ v given by

W =
(

u1v1 − v1u1 u1v2 − u2v1

u2v1 − v2u1 u2v2 − v2u2

)
=
(

0 u1v2 − v1u2

u2v1 − v2u1 0

)
.

Although the examples given above assumed a certain combination of 1-form
slots and vector slots, we must stress that the metric tensor can be used to produce
a tensor with indices in any desired position.

7.6 FORCES IN THE SPECIAL THEORY; ELECTROMAGNETISM

The preceding material has been concerned with the kinematics of the special
theory. The dynamics of the theory follows from the assumption that Newton’s
laws are correct for objects at rest in the rest frame of the observer, nearly correct
for objects moving slowly relative to the speed of light, and require generaliza-
tions to covariant equations. The correct generalization of the three-velocity to the
four-velocity was given in Eq. (7.27). So we must generalize the force law,

Fi = d(mvi )

dt
, (7.65)

to a covariant form.
Since Maxwell’s equations are assumed to be a correct description, we shall

briefly consider a covariant reformulation of electromagnetic theory as a guide
for the correct form of the force laws of mechanics. The vector and scalar elec-
tromagnetic potentials form a four-vector Aμ = (φ/c,A). If the potentials satisfy
the Lorenz condition (in SI units), which is the vanishing of the four-divergence
of the electromagnetic potential 4-vector,

� ? A = = ? A = ∂Aμ

∂xμ
= � ?A + μ0ε0

∂φ

∂t
= 0, (7.66)

they separately satisfy the wave equations of the form (where μ0ε0 = 1/c2)

�2A = =2A = 1

c2

∂2A
∂t2

− ∇2A = μ0j (7.67a)
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for the space components and for the time component

�2φ = =2φ = 1

c2

∂2φ

∂t2
− �2φ = ρ

ε0
. (7.67b)

In terms of φ and A, the Lorentz force is F = q{−�φ + 1
c
∂A
∂t + 1[v × (� × A)]}.

This suggests that we should generalize the Lorentz force law to

dpμ
dτ

= q

(
∂(uvAv)

∂xμ
− d Aμ

dτ

)
. (7.68)

For the three-momentum, p3, and three-velocity, v, Eq. (7.68) becomes

dp3

dt
= q(E + v3B), (7.68′)

with E the electric field, B the magnetic field, and e the electric charge. The geo-
metric approach is to define a tensor F , named Faraday, whose components will
be the electromagnetic field tensor and write, with u the 4-velocity,

dp

dτ
= q F(u). (7.69)

In component notation, this becomes

dpμ

dτ
= q Fμβuβ. (7.70)

This produces Maxwell’s equations, provided (according to Eq. (7.68)) Fαβ is
given by

cFαβ =

⎛
⎜⎜⎝

0 Ex Ey Ez

Ex 0 cBz −cBy

Ey −cBz 0 cBx

Ez cBy −cBx 0

⎞
⎟⎟⎠ . (7.71)

In Minkowski space, the indices are raised and lowered by the metric tensor
(Eq. (7.33)), so

cFαβ =

⎛
⎜⎜⎝

0 −Ex −Ey −Ez

Ex 0 −cBz cBy

Ey cBz 0 −cBx

Ez −cBy cBx 0

⎞
⎟⎟⎠ , (7.71′)

and

cFαβ =

⎛
⎜⎜⎝

0 Ex Ey Ez

−Ex 0 −cBz cBy

−Ey cBz 0 −cBx

−Ez −cBy cBx 0

⎞
⎟⎟⎠ . (7.71′′)
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The Faraday tensor can be written in at least two different ways using either the
tensor product, Eq. (7.58), or the wedge product, Eq. (7.64), as

F = Fαβ dxα ⊗ dxβ = 1
2 Fαβ dxα ∧ dxβ.

The latter expression explicitly shows the antisymmetry.
We can write Maxwell’s equation in their normal component form using

geometric notation:

=F = 0 and = ? F = J, (7.72)

where J is the 4-current density with components (ρc, j), where ρ is the charge
density and j is the three-current density. The first of these equations produces
(using three-dimensional notation) � ?B = 0 and ∂B/∂t + �3E = 0, while the
second gives � ?E = ρ/ε0 and (1/c2) ∂E/∂t − �3B = −μ0j.

Following the guide provided by the covariant formulation of electromagnetic
theory, the proper generalization of Newton’s second law, Eq. (7.65), is

dpμ

dτ
= Kμ, (7.73)

where Kμ is a 4-vector force, known as the Minkowski force. The spatial compo-
nents of Kμ are not the components of the force in Eq. (7.65), but rather they are
quantities that reduce to the Fi as β → 0. The exact form clearly results from
the Lorentz transformation properties of the forces present. Some aspects of the
4-force are listed in Table 7.1.

The general question (which cannot be uniquely resolved) is, How do we find
the proper relativistic expression for force? Electromagnetism is used to justify the
special theory, so we should expect no problem with it. As we saw in the previous
paragraphs, this is trivial for electromagnetic forces because the special theory and
the Lorentz transformations are constructed to make Maxwell’s electromagnetic
theory covariant. For example, the electromagnetic force is given by Eq. (7.68) as

Kμ = −q

(
∂uvAv

∂xμ
− d Aμ

dτ

)
, (7.74)

with q the charge on the particles and Aμ the components of the four-potential
given by (φ/c,A). Note that φ is the scalar potential and A is the three-
dimensional electromagnetic vector potential. So the ordinary force, Fi , and
the spatial component of the Minkowski electromagnetic force, Ki , are related by

Fi = Ki

√
1 − β2. (7.75)

What about other forces? Two methods are commonly used to deduce acceptable
transformation properties of forces and hence the correct relativistic form of the
forces.
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The first method is to argue that there are only four fundamental forces
in nature—gravitational, weak nuclear, electromagnetic, and strong nuclear. A
correct relativistic theory must provide valid expressions for these four forces.
These expressions, if stated in covariant form, will automatically provide the
transformation properties of the forces. In this approach, since we understand
electromagnetic forces, it remains to find expressions for the other three funda-
mental forces in a covariant form in some frame and assume this is correct in
all inertial frames. It is assumed the transformations involve no terms that vanish
in the chosen frame; for example, there is no need to arbitrarily add terms pro-
portional to (v/c)3. This program has been carried out for two of the remaining
three forces (weak nuclear and strong nuclear) and for weak gravitational forces.
It fails completely for strong gravitational effects. It is beyond the scope of the
present text to probe more deeply in to this question.

The second approach of determining the correct relativistic force is to simply
define force as being the time rate of change of the momentum. Then we write

dpi

dt
= Fi (7.76)

where the pi in Eq. (7.76) is some relativistic generalization of the Newtonian
momentum that reduces to mvi in the limit of small β. The simplest generalization
is the one given in Eq. (7.36). This second approach has thus far failed to produce
any results other than those predicted by the first approach.

7.7 RELATIVISTIC KINEMATICS OF COLLISIONS
AND MANY-PARTICLE SYSTEMS

The formulations of the previous sections enable us to generalize relativistically
the discussion of Section 3.11 on the transformation of collision phenomena
between various systems. The subject is of considerable interest in experimen-
tal high-energy physics. While the forces between elementary particles are only
imperfectly known, and are certainly far from classical, so long as the parti-
cles involved in a reaction are outside the region of mutual interaction their
mean motion can be described by classical mechanics. Further, the main principle
involved in the transformations—conservation of the four-vector of momentum—
is valid in both classical and quantum mechanics. The actual collision or reaction
is taken as occurring at a point—or inside a very small black box—and we look
only at the behavior of the particles before and after.

Because of the importance to high-energy physics, this aspect of relativistic
kinematics has become an elaborately developed field. It is impossible to give
a comprehensive discussion here. All that we can do is provide some of the
important tools, and cite a few simple examples that may illustrate the flavor of
the techniques employed. Although many collision experiments involve colliding
beams, we shall, for simplicity, confine our attentions to problems where one of
the particles is at rest in the laboratory frame. The generalization to both particles
moving in the laboratory frame is straightforward.
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The notion of a point designated as the center of mass obviously presents
difficulties in a Lorentz-invariant theory. But the center-of-mass system can be
suitably generalized as the Lorentz frame of reference in which the total spatial
linear momentum of all particles is zero. That such a Lorentz frame can always
be found follows from the theorem that the total momentum 4-vector is timelike
for a system of mass points.

One such frame is the center-of-momentum frame. This is a frame in which
the components of the spatial momentum of the initial particles add to zero. Such
a frame obviously exists. Let us define E and p in Eq. (7.36) to be

E =
n∑

i=1

Ei and p =
n∑

i=1

pi (7.77)

where the sum is over the particles involved. The left-hand side of Eq. (7.38)
becomes

∑
r,s

mr msc2 −
∑
r,s

mr msγrγs(vr ? vs). (7.78)

This clearly is positive (hint: separate the negative terms in which r = s), so
it is possible to find a frame in which the three-momentum, p, equals zero. The
Lorentz system, in which the spatial components of the total momentum are zero,
is termed the center-of-momentum system, or more loosely, and somewhat incor-
rectly, as the center-of-mass system, and will be designated by the abbreviation
“C-O-M system.”

As an example, let us consider a particle of mass m1 and momentum p1 in the
x-direction, which suffers a head-on collision with a particle of mass m2 at rest in
an experimenter’s frame (called the laboratory frame). The initial 4-momentum is

pμ = ([m1γ + m2]c,m1γ v1, 0, 0). (7.79)

The length squared of momentum has the magnitude

pμ pμ = (m2
1 + m2

2 + 2m1γm2)c
2. (7.79′)

When components are given, we shall follow the practice of denoting the primed
frame by primes on the indices. The two particles are denoted by subscripts
1 and 2 respectively.

In the C-O-M system, the total momentum is

(
[m1γ

′
1 + m2γ

′
2]c, 0, 0, 0

)
, (7.80)

since by definition the space part of the momentum vanishes,

m1γ
′
1b

′
1c + m2γ

′
2b

′
2c = 0, (7.81)
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where b′
1 and b′

2 are the velocities of m1 and m2, respectively, in the C-O-M
frame.

The boost, b′, needed to go from the laboratory to the C-O-M frame, has the
value

b′
2 = −b′. (7.81′)

Since all velocities are parallel, the velocity addition formula Eq. (7.15) gives
the velocity b′

1 of mass m1 in the C-O-M system in terms of b′ and its velocity
b = v/c in the laboratory frame,

β ′1 = β − β ′
1 − ββ ′ . (7.82)

The total squared momentum in the C-O-M frame given in Eq. (7.80) can be
rewritten using the results of Eqs. (7.81) and (7.82) as

pμ pμ = m2
2β

2(1 − β ′2)c2

β − β ′ . (7.83)

Equating Eqs. (7.79′) and (7.83) gives a single equation that can be solved for
the boost velocity β ′. There are two real roots, one of which corresponds to the
physically meaningful case of β ′ < 1.

Since the spatial momentum in the C-O-M frame is zero, there is clearly more
energy, p0, in this frame than in the laboratory frame.* The excess energy in the
C-O-M frame, �E , is obtained by subtracting the time component of Eq. (7.79)
from the time component of Eq. (7.80).

The total momentum four vector is conserved, which automatically implies
both conservation of spatial linear momentum and conservation of total energy
(including rest mass energy). Our major tools for making use of the conserva-
tion principle are Lorentz transformations to and from the C-O-M system, and
the formation of Lorentz invariants (world scalars) having the same value in all
Lorentz frames. Since energy and momentum are combined into one conservation
law, the relativistic results are more easily obtained than the nonrelativistic results
of previous chapters. The transformations between laboratory system and C-O-M
system are merely special cases of the Lorentz transformation.

As an example of the use of Lorentz invariants, let us consider a reaction ini-
tiated by two particles that produces another set of particles with masses mr ,
r = 3, 4, 5, . . .. In the C-O-M system, the transformed total momentum is

Pμ
′ = (E ′/c, 0, 0, 0). (7.84)

It is often convenient to look on the C-O-M system as the proper (or rest) system
of a composite mass particle of mass M = E ′/c2.† The square of the magnitude of

*For a single particle, the energy has a minimum value, mc2, in the rest frame. The C-O-M frame is
not the rest frame of either particle.
†Although it is customary in high-energy physics to use units in which c = 1, it seems more helpful
in an introductory exposition such as this to retain the powers of c throughout.
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P must be invariant in all Lorentz systems and conserved in the reaction. Hence,
we have

PμPμ = Pμ′ Pμ
′ = E ′2

c2
= M2c2. (7.85)

But for the initial particles, PμPμ can be evaluated as

PμPμ = (m2
1 + m2

2)c
2 − 2p1μ pμ2 . (7.86)

The energy in the C-O-M system, or equivalent mass M , is therefore given in
terms of the incident particles as

E ′2 ≡ M2c4 = (m2
1 + m2

2)c
4 + 2(E1 E2 − c2p1 ? p2). (7.87)

Suppose now that, one particle, say 2, was initially stationary in the laboratory
system. Since then p2 = 0 and E2 = m2c2, the C-O-M energy becomes

E ′2 ≡ M2c4 = (m2
1 + m2

2)c
4 + 2m2c2 E ′

1. (7.88)

If the excess of E1 over the rest mass energy be denoted by T1, [cf. Eq. (7.39)]
that is, the kinetic energy, this can be written

E ′2 ≡ M2c4 = (m1 + m2)
2c4 + 2m2c2T1. (7.89)

It is clear that the available energy in the C-O-M system increases only slowly
with incident kinetic energy. Even in the “ultrarelativistic” region, where the
kinetic energy of motion is very large compared to the rest mass energy, E ′
increases only as the square root of T1.

The effect of the proportionally small amount of incident energy available in
the C-O-M system is shown dramatically in terms of the threshold energies. It is
obvious that the lowest energy at which a reaction (other than elastic scattering) is
possible is when the reaction products are at rest in the C-O-M system. Any finite
kinetic energy requires a higher E ′ or equivalently higher incident energy. The
total four-momentum in the C-O-M system after the reaction, denoted by Pμ

′′

has the magnitude at threshold given by

Pμ′′ Pμ
′′ = c2

(∑
r

mr

)2

, (7.90)

which, by conservation of momentum, must be the same as Eq. (7.85). For a
stationary target, the incident energy of motion as threshold is then given as a
consequence of Eq. (7.89) by

T1

m1c2
=

(∑
r

mr

)2

− (m1 + m2)
2

2m1m2
.
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If the Q value of the reaction is defined as*

Q =
[∑

r

mr − (m1 + m2)

]
c2, (7.91)

this threshold energy becomes

T1

m1c2
= Q2 + 2Q(m1 + m2)c2

2m1m2c4
. (7.92)

A common illustration of the application of Eq. (7.92) is the historic production
of an antiproton, p, by the reaction, involving a proton p,

p + n → p + n + p + p,

where n is a nucleon, either neutron or proton. The masses of all particles involved
are nearly equal at 938 MeV equivalent rest mass energy and we select Q = 2mc2.
Equation (7.92) then says that the incident particle kinetic energy at threshold
must be

T1 = 6mc2 = 5.63 GeV,

which is 3 times the energy represented by Q! If, however, the reaction was
initiated by two nucleons incident on each other with equal and opposite velocity,
then the laboratory system is the same as the C-O-M system. All of the kinetic
energy is available in this case to go into production of the proton–antiproton
pair, and each of the incident particles at threshold need have a kinetic energy of
motion equivalent to only the mass of one proton, 938 MeV. It is no wonder so
much effort has been put into constructing colliding beam machines!

Another instructive example of a threshold calculation is photomeson produc-
tion, say, by the reaction

γ + p = �0 + K+, (7.93)

where γ stands for an incoming photon. For the purposes of classical mechanics,
a photon is a zero-mass particle with spatial momentum 0p and energy 0pc.† In
calculating Q, the mass m1 of the photon is zero:

Q = (m�0 + mK+ − mp)c
2 = 749 MeV.

*Q here has the opposite sign to the convention adopted in Eq. (3.112).
†The square of the magnitude of the photon momentum four-vector is zero, so the vector can be
described as “lightlike.” The C-O-M theorem is imperiled only if all of the particles are photons, and
even then only if the photons are going in the same direction.
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Equation (7.92) is rewritten for a reaction involving an incident photon as

T1 = 0 pc = Q2 + 2Qm2c2

2m2c2
.

From the value of Q and the rest mass energy m2 of the proton, the threshold
energy for the reaction Eq. (7.93) is then

T1 = 1.05 GeV,

which is only slightly higher than Q.
We can also easily find the energy of the reaction products in the laboratory

system at threshold. The C-O-M system is the rest system for the mass M , with
P0′ = Mc. In any other system, the zeroth component of the 4-vector is P0 =
Mcγ . But in the laboratory system

P0 = 1

c
(E1 + E2) = 1

c
(E1 + m2c2),

where the last form holds only for a stationary target particle. Hence, the C-O-M
system moves relative to the laboratory system such that

γ = E1 + m2c2

Mc2
. (7.94)

But at threshold all the reaction products are at rest in the C-O-M system so that
M = ∑

r
mr , and therefore

γ = T1 + (m1 + m2)c2∑
r

mr c2
(threshold). (7.95)

The kinetic energy of the sth reaction product in the laboratory system is then

Ts = msc2(γ − 1). (7.96)

Thus, the antiproton at threshold has a kinetic energy Tp = mc2 = 938 MeV. In
contrast, the K+ meson emerges at threshold with 494 MeV.

In Section 3.11, the kinematic transformations of a two-body nonrelativistic
collision were investigated. Eq. (3.117′) gives the reduction in energy of an inci-
dent particle after elastic scattering from a stationary target, as a function of the
scattering angle in the C-O-M system. The derivation of the relativistic analog
provides another interesting example of the methods of relativistic kinematics.
Use of Lorentz invariants here is not particularly helpful; instead direct Lorentz
transformations are made between the laboratory and C-O-M systems. Figure 7.4
illustrates the relations of the incident and scattered spatial momentum vectors
in both systems. The incident and scattered momentum vectors define a plane,
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FIGURE 7.4 Momentum vectors for relativistic elastic scattering in C-O-M and labora-
tory Lorentz frames.

invariant in orientation under Lorentz transformation, here taken to be the xz
plane with the incident direction along the z axis. Because the collision is elastic,
the masses of the incident particle, m1, and of the stationary target, m2, remain
unchanged; that is, m3 = m1, m4 = m2. Primes on the vectors denote C-O-M val-
ues, unprimed vectors are in the laboratory system. To distinguish clearly between
before and after the scattering, the indexes 3 and 4 will be retained for the vectors
after scattering. We have only to remember that 3 denotes the scattered incident
particle, and 4 the recoiling target particle. Components of the separate particle
4-vectors will always have two indices: the first for the particle, the second for the
component.

The Lorentz transformation from the laboratory to the C-O-M system is
defined by the γ of Eq. (7.94) with M given by Eq. (7.89):

γ = E1 + m2c2√
2m2c2 E1 + (m2

1 + m2
2)c

4
= T1 + (m1 + m2)c2√

2m2c2T1 + (m1 + m2)2c4
. (7.97)

The quantity β can be found from γ , or more directly by arguments similar to
those used to obtain γ . In the C-O-M system, the spatial part of the total momen-
tum four-vector is zero; in any other system, the spatial part is Mcβγ . However,
in the laboratory system the spatial part is p1. Hence, by Eq. (7.94) b must be
given as

b = p1c

E1 + m2c2
= p1c

T1 + (m1 + m2)c2
. (7.98)

Because b is along the z axis, the Lorentz transformation takes (with βx = βy =
0) the form given by Eq. (7.11), and the components of pμ

′
1 in the C-O-M system

are given by

p′1 = p3
1
′ = γ

(
p1 − βE1

c

)
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E ′
1

c
= p0

1
′ = γ

(
E1

c
− βp1

)
. (7.99)

After the collision, p′
3 is no longer along the z axis, but since the collision is

elastic, its magnitude is the same as that of p′
1. If � is the angle between p′

3 and
the incident direction, as in Section 3.11, then the components of p′3 in the C-O-M
system are

p1′
3 = p′1 sin�, p3

3
′ = p′1 cos�, p0

3
′ = p0

1
′ = E ′

1

c
. (7.100)

The transformation back to the laboratory system is the same Lorentz transfor-
mation but with relative velocity −b. Hence, the components of p3 are

p1
3 = p1

3
′ = p′1 sin�

p3
3 = γ (p3

3
′ − β p0

3
′
) = γ

(
p′1 cos�+ βE ′

1

c

)

p0
3 = γ (p0

3
′ + β p3

3
′
) = γ

(
E ′

1

c
+ βp′1 cos�

)
. (7.101)

If E ′
1 and p′1 are substituted in the last of Eqs. (7.101), from Eqs. (7.99) we obtain,

after a little simplification, an expression for the energy of the scattered particle
in terms of its incident properties:

E3 = E1 − γ 2β(1 − cos�)(p1c − βE1). (7.102)

In Eq. (7.102), γ and β must be expressed terms of the incident quantities through
Eqs. (7.97) and (7.98), resulting in the relation

γ 2β(p1c − βE1) =
m2 p2

1c2

2m2 E1 + (m2
1 + m2

2)c
2
. (7.103)

With the help of the relation between p1 and E1, Eq. (7.38′), this can be written

γ 2β(p1c − βE1) = m2T1(T1 + 2m1c2)

2m2T1 + (m1 + m2)2c2
. (7.104)

Some further algebraic manipulation then enables us to rewrite Eq. (7.102) as

T3

T1
= 1 − 2ρ(1 − E1/2)

(1 + ρ)2 + 2ρE1
(1 − cos�), (7.105)
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where ρ = m1/m2, as in Section 3.11 for elastic scattering, and E1 is the kinetic
energy of the incident particle in units of the rest mass energy,

E1 = T1

m1c2
. (7.106)

Equation (7.105) is the relativistic counterpart of Eq. (3.117′). It is easy to see
that Eq. (7.105) reduces to the nonrelativistic case as E1 → 0, and that if ρ = 1
(equal masses), the relativistic corrections cancel completely. Equation (7.105)
implies that the minimum energy after scattering, in units of m1c2, is given by

(E3)min = E1
(1 − ρ)2

(1 + ρ)2 + 2ρE1
. (7.107)

In the nonrelativistic limit, the minimum fractional energy after scattering is

(E3)min

E1
=
(

1 − ρ
1 + ρ

)2

; E1 � 1, (7.108)

which is a well-known result, easily obtained from Eq. (3.117′). Equation (7.108)
says that in the nonrelativistic region a particle of mass m1 cannot lose much
kinetic energy through scattering from a much heavier particle, that is, when
ρ � 1, which clearly agrees with common sense. However, in the ultrarelativistic
region, when ρE1 � 1, the minimum energy after scattering is independent of E1:

(T3)min = (m2 − m1)
2c2

2m2
; ρE1 � 1. (7.109)

Since the condition on E1 is equivalent to requiring T1 � m2c2, it follows from
Eq. (7.109) that such a particle can lose a large fraction of its energy even when
scattered by a much heavier particle. This behavior is unexpected, but it should be
remembered that for particles at these energies, traveling very close to the speed
of light, even a slight change in velocity corresponds to a large change in energy.

Finally, we may easily obtain the relation between the scattering angles in the
C-O-M and laboratory system by noting that (first index particle, second compo-
nent)

tanϑ = p31

p33
= sin�

γ
(

cos�+ βE ′
1

p′1c

) . (7.110)

By Eq. (7.36),

p′1c

E ′
1

= v′1
c

≡ β ′1, (7.111)
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so that tanϑ can also be written

tanϑ = sin�

γ (cos�+ β/β ′1)
. (7.112)

In terms of initial quantities, Eqs. (7.99) show that

βE ′
1

p′1c
=
β
(

E1
c − βp1

)
p1 − βE1

c

. (7.113)

This can be further reduced by employing the relations (cf. Eq. (7.98))

β

p1 − βE1
c

= 1

m2c
, (7.114)

E1 − βp1 = m1(m1 + m2)c4 + m2c2T1

(m1 + m2)c2 + T1
. (7.115)

The final expression for tanϑ can then be written as

tanϑ = sin�

γ [cos�+ ρg(ρ, E1)]
, (7.116)

where g(ρ, E1) is the function

g(ρ, E1) = 1 + ρ(1 + E1)

(1 + E1)+ ρ , (7.117)

and γ , by Eq. (7.97), takes the form

γ (ρ, E1) = 1 + E1 + ρ√
(1 + ρ)2 + 2ρE1

. (7.118)

Again, in the nonrelativistic region, γ and g tend to unity, and Eq. (7.116)
reduces to Eq. (3.107). The correction function g(ρ, E1) never really amounts to
much, approaching the constant limit ρ as E1 becomes very large. The important
factor affecting the transformed angle is γ , which of course increases indefinitely
as E1 increases. It does not affect the bounds of the angular distribution, when
� = 0 or π , but its presence means that at other angles ϑ is always smaller than it
would be nonrelativistically. The Lorentz transformation from C-O-M to the labo-
ratory system, which does not affect the transverse component of the momentum,
thus always tends to distort the scattered angular distribution into the forward
direction.

7.8 RELATIVISTIC ANGULAR MOMENTUM

In Chapter 1, it was proven that the nonrelativistic angular momentum obeys an
equation of motion much like that for the linear momentum, but with torques
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replacing forces. It was shown that for an isolated system obeying the law of
action and reaction the total angular momentum is conserved, and that in the
C-O-M system it is independent of the point of reference. All of these statements
have their relativistic counterparts, at times involving some additional restrictions.

For a single particle, let us define an antisymmetric tensor of rank
(2

0

)
in

Minkowski space using the formalism of Eq. (7.64)

m = x ∧ p (7.119)

whose elements would be

mμν = xμ pv − xν pμ. (7.120)

The 3 × 3 subtensor mi j clearly corresponds, as was seen in Section 5.1, with
the spatial angular momentum of the particle. An equation of motion for mμν can
be found by taking its derivative with respect to the particle’s proper time and
making use of Eq. (7.73) giving

dm

dτ
= u ∧ p + x ∧ K = x ∧ K , (7.121)

where the first term vanishes by the antisymmetry of the wedge product and K is
the Minkowski force. In component notation, Eq. (7.121) becomes

dmμν

dτ
= xμK ν − xνKμ. (7.122)

This suggests we define the relativistic generalization of the torque by

N = x ∧ K , (7.123)

whose components are

Nμν = xμK ν − xνKμ. (7.124)

Thus, m obeys the equations of motion

dm

dτ
= N , (7.125)

whose component form is

dmμν

dτ
= Nμν, (7.126)

with Eq. (1.11) as the nonrelativistic limiting form.
For a system involving a collection of particles, a total angular momentum

4-tensor can be defined (analogously to the total linear momentum 4-vector) as

M =
∑

s

ms (7.127)
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or in component form

Mμν =
∑

s

mμν
s , (7.128)

where the index s denotes the sth particle. It is more difficult to form an equation
of motion for M because each particle has its own proper time. (For the same rea-
son, we did not attempt it even for P .) Nevertheless, plausible arguments can be
given for the conservation of M under certain circumstances. If the system is com-
pletely isolated and the particles do not interact with each other or with the outside
world (including fields), then m for each particle is conserved by Eq. (7.126), and
therefore M is also conserved. Even if the particles interact, but the interaction
takes place only through binary collisions at a point, there still could be conser-
vation as can be seen from the following argument. Instantaneously when the two
particles collide they are traveling together and have the same proper time. In
other words, their world lines cross and they share the same event. One can there-
fore write an equation of motion of the form of Eq. (7.126) for the sum of their
angular momenta. If the impulsive forces of contact are equal and opposite—as
we would expect from conservation of linear momentum in the collision—then
the sum of the impulsive torques cancel. Hence relativistic angular momentum is
also conserved through such collisions. Note that unlike the nonrelativistic case
covariance requires that the interactions are assumed to be instantaneous point
collisions.

The relativistic angular momentum obeys the same kind of theorem regarding
translation of the reference point as does its nonrelativistic counterpart. In the def-
inition, Eq. (7.120) or Eq. (7.128), the reference point (really reference “event”)
is the arbitrary origin of the Lorentz system. With respect to some other reference
event aλ, the total angular momentum is

M(aλ) =
∑

s

(xs − aλ) ∧ ps (7.129)

= M(0)− aλ ∧ P (7.130)

As in the nonrelativistic case, the change in the angular momentum components
is equal to the angular momentum, relative to the origin, that the whole system
would have if it were located at aλ.

In Chapter 1, one particular reference point played an important role—the cen-
ter of mass. We can find something similar here, at least in one Lorentz frame, by
examining the nature of the mixed time and space components of Mμν , namely,
M0 j = −M j0. By definition, in some particular Lorentz frame, these components
are given by

M0 j =
∑

s

(x0
s p j

s − x j
s p0

s ) (7.131)

= c
∑

s

(
tp j

s − x j
s Es

c2

)
. (7.132)
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In the C-O-M frame, the total linear momentum p = ∑
ps vanishes, and M0 j in

this frame has the form

M0 j = −c
∑

s

xs Es

c2
. (7.133)

If the system is such that the total angular momentum is conserved, as described
above, then along with other components M is conserved and hence

∑
s

x j
s Es = constant.

Conservation of total linear momentum means that E = ∑
Es is also conserved.

It is therefore possible to define a spatial point R j ,

R j =
∑
s

x j
s Es∑

s
Es

, (7.134)

associated with the system, which is stationary in the C-O-M coordinate frame.
In the nonrelativistic limit, where to first approximation Es = msc2, Eq. (7.134)
reduces to the usual definition, Eq. (1.21). Thus, a meaningful center of mass
(sometimes called center of energy) can be defined in special relativity only in
terms of the angular-momentum tensor, and only for a particular frame of refer-
ence. Finally, it should be noted that by Eq. (7.130) the spatial part of the angular
momentum tensor, M , is independent of reference point in the C-O-M system,
exactly as in the nonrelativistic case.

Except for the special case of point collisions, we have so far carefully skirted
the problem of finding the motion of a relativistic particle given the Minkowski
forces. To this more general problem we address ourselves in the next section,
within the nominal framework of the Lagrangian formulation.

7.9 THE LAGRANGIAN FORMULATION OF RELATIVISTIC MECHANICS

Having established the appropriate generalization of Newton’s equation of motion
for special relativity, we can now seek to establish a Lagrangian formulation of the
resulting relativistic mechanics. Generally speaking, there are two ways in which
this has been attempted. One method makes no pretense at a manifestly covariant
formulation and instead concentrates on reproducing, for some particular Lorentz
frame, the spatial part of the equation of motion, Eq. (7.76). The forces Fi may
or may not be suitably related to a covariant Minkowski force. The other method
sets out to obtain a covariant Hamilton’s principle and ensuing Lagrange’s equa-
tions in which space and time are treated in common fashion as coordinates in a
four-dimensional configuration space. The basis for the first method is at times
quite shaky, especially when the forces are not relativistically well formulated.
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Most of the time, however, the equations of motion so obtained, while not man-
ifestly covariant, are relativistically correct for some particular Lorentz frame.
The second method, on the other hand, seems clearly to be the proper approach,
but it quickly runs into difficulties that require skillful handling if they are to be
solvable, even for a single particle. For a system of more than one particle, it
breaks down almost from the start. No satisfactory formulation for an interacting
multiparticle system exists in classical relativistic mechanics except for some few
special cases.

This section follows the first method, seeking to find a Lagrangian that leads
to the relativistic equations of motion in terms of the coordinates of some par-
ticular inertial system. Within these limitations there is no great difficulty in
constructing a suitable Lagrangian. It is true that the method of Section (1.4),
deriving the Lagrangian from D’Alembert’s principle, will not work here. While
the principle itself remains valid in any given Lorentz frame, the derivation there
is based on pi = mi vi , which is no longer valid relativistically. But we may
also approach the Lagrangian formulation from the alternative route of Hamil-
ton’s principle (Section 2.1) and attempt simply to find a function L for which the
Euler–Lagrange equations, as obtained from the variational principle

δ I = δ

∫ t2

t1
L dt = 0, (7.135)

agree with the known relativistic equations of motion, Eq. (7.76).
A suitable relativistic Lagrangian for a single particle acted on by conservative

forces independent of velocity would be*

L = −mc2
√

1 − β2 − V, (7.136)

where V is the potential, depending only upon position, and β2 = v2/c2, with v
the speed of the particle in the Lorentz frame under consideration. That this is the
correct Lagrangian can be shown by demonstrating that the resultant Lagrange
equations,

d

dt

(
∂L

∂vi

)
− ∂L

∂xi
= 0,

agree with Eq. (7.76). Since the potential is velocity independent vi occurs only
in the first term of (7.136) and therefore

∂L

∂vi
= mvi√

1 − β2
= P i . (7.137)

*We do not choose L = mc2
√

1 −
√

1 − β2 − V because we want h in Eq. (7.139) to be the total
energy.
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The equations of motion derived from the Lagrangian (7.136) are then

d

dt

mvi√
1 − β2

= − ∂V

∂xi
= Fi ,

which agree with (7.76). Note that the Lagrangian is no longer L = T −V but that
the partial derivative of L with velocity is still the momentum. Indeed, it is this
last fact that ensures the correctness of the Lagrange equations, and we could have
worked backward from Eq. (7.137) to supply at least the velocity dependence of
the Lagrangian.

We can readily extend the Lagrangian (7.136) to systems of many particles
and change from Cartesian to any desired set of generalized coordinates q. The
canonical momenta, P , will still be defined by

Pi = ∂L

∂ q̇i
, (7.138)

so that the connection between cyclic coordinates and conservation of the corre-
sponding momenta remains just as in the nonrelativistic theory. Further, just as in
Section (2.7), if L does not contain the time explicitly, there exists a constant of
the motion

h = q̇iPi − L . (7.139)

However, the identification of h with the energy for, say, a Lagrangian of the form
of Eq. (7.136) cannot proceed along the same route as in Section (2.7). Note that
L in Eq. (7.136) is not at all a homogeneous function of the velocity components.
Nonetheless, direct evaluation of Eq. (7.139) from Eq. (7.136) shows that in this
case h is indeed the total energy:

h = mviv
i√

1 − β2
+ mc2

√
1 − β2 + V,

which, on collecting terms, reduces to

h = mc2√
1 − β2

+ V = T + V + mc2 = E . (7.140)

The quantity h is thus again seen to be the total energy E , which is therefore a
constant of the motion under these conditions.

The introduction of velocity-dependent potentials produces no particular diffi-
culty here and can be performed in exactly the same manner as in Section 1.5 for
nonrelativistic mechanics. Thus, the Lagrangian for a single particle of charge, q,
in an electromagnetic field is

L = −mc2
√

1 − β2 − qφ + qA ? v. (7.141)
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Note that the canonical momentum is no longer mu; there are now additional
terms arising from the velocity dependent part of the potential:

P i = mui + q Ai . (7.142)

This phenomenon is not a relativistic one of course; exactly the same addi-
tional term was found in the earlier treatment (cf. Eq. (2.47)). The formulation
of Eq. (7.141) is not manifestly covariant. But we can confidently expect that
the results will hold in all Lorentz frames as a consequence of the relativistic
covariance of the Lorentz force derivable from the velocity dependent potential
in Eq. (7.141).

Almost all of the procedures devised previously for the solution of specific
mechanical problems thus can be carried over into relativistic mechanics. A few
simple examples will be considered here by way of illustration.

1. Motion under a constant force; hyperbolic motion. It will be no loss of gener-
ality to take the x axis as the direction of the constant force. The Lagrangian is
therefore

L = −mc2
√

1 − β2 − max, (7.143)

where β is ẋ/c and a is the constant magnitude of the force per unit mass. Either
from Eq. (7.143) or directly on the basis of Eq. (7.76), the equation of motion is
easily found to be

d

dt

(
β√

1 − β2

)
= a

c
.

The first integration leads to

β√
1 − β2

= at + α
c

or

β = at + α√
c2 + (at + α)2

,

where α is a constant of integration. A second integration over t from 0 to t and
x from x0 to x ,

x − x0 = c
∫ t

0

(at ′ + α)dt ′√
c2 + (at ′ + α)2

,

leads to the complete solution

x − x0 = c

a

[√
c2 + (at + α)2 −

√
c2 + α2

]
. (7.144)
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If the particle starts at rest from the origin so that x0 = 0 and v0 = 0 = α, then
Eq. (7.144) can be written as

(
x + c2

a

)2

− c2t2 = c4

a2
,

which is the equation of a hyperbola in the x, t plane. (Under the same conditions
the nonrelativistic motion is of course a parabola in the x, t plane). The nonrela-
tivistic limit is obtained from Eq. (7.144) by considering (at +α) small compared
to c; the usual freshman-physics formula for x as a function of t is then easily
obtained, recognizing that in this limit α → v0.

The motion described in this example arises in reasonably realistic situations.
It corresponds, for example, to the acceleration of electrons to relativistic speeds
in the laboratory system by means of a constant and uniform electric field. The
illustration considered next is more academic, but is of interest as an example of
the techniques employed.
2. The relativistic one-dimensional harmonic oscillator. The Lagrangian in this
case is of the form of Eq. (7.136) with

V (x) = 1
2 kx2. (7.145)

Since L is then not explicitly a function of time and V is not velocity depen-
dent, the total energy E is constant. Equation (7.140) may now be solved for the
velocity x as

1

c2

(
dx

dt

)2

= 1 − m2c4

(E − V )2
. (7.146)

For the moment, we shall postpone substituting in the particular form of V (x)
and generalize the problem slightly to include any potential sharing the qualita-
tive characteristics of Eq. (7.145). Thus, let us suppose that V (x) is any poten-
tial function symmetric about the origin and possessing a minimum at that point.
Then providing E lies between V (0) and the maximum of V , the motion will be
oscillatory between limits x = −b and x = +b, determined by

V (±b) = E .

The period of the oscillatory motion is, by Eq. (7.146), to be obtained from

τ = 4

c

∫ b

0

dx√
1 − m2c4

(E−V (x))2

. (7.147)

Equation (7.147), when specialized to the particular Hooke’s law form (7.145)
for V (x), can be expressed in terms of elliptic integrals. We shall instead examine
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the first-order relativistic corrections when the potential energy is always small
compared to the rest mass energy mc2. A change of notation is helpful. The energy
E can be written as

E = mc2(1 + E)

so that here

E − V (x)

mc2
= 1 + E − κx2 = 1 + κ(b2 − x2), (7.148)

where

κ = k

2mc2
. (7.149)

To the order (κb2)2, the period, Eq. (7.147) then reduces to

τ � 4

c

∫ b

0

dx√
2κ(b2 − x2)

[
1 − 3κ

4
(b2 − x2)

]
. (7.150)

The intergral in Eq. (7.150) can be evaluated by elementary means, most simply
by changing variable through x = b sinφ; the final result is

τ � 2π

c

1√
2κ

(
1 − 3

8
κb2

)
= 2π

√
m

k

(
1 − 3

16

kb2

mc2

)
.

Note that the expression in front of the bracket is τ0, the nonrelativistic period of
the harmonic oscillator. In special relativity, the period of the harmonic oscillator
is thus not independent of the amplitude; instead, there is an amplitude dependent
correction given approximately by

�v

v0
= −�τ

τ0
� 3

16

kb2

mc2
= 3

8
E . (7.151)

3. Motion of a charged particle in a constant magnetic field. In principle, we
should start from a Lagrangian of the form of Eq. (7.141) with the scalar potential
φ = 0 and A appropriate to a constant magnetic field (Eq. 5.106). But we know
such a Lagrangian corresponds to the Lorentz force on the charged particle of
charge q, given by

F = q(v3B) (7.152)

(cf. Eq. 1.60). Hence, the equation of motion must be

dp
dt

= q(v3B) = q

mγ
(p3B). (7.153)
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The nature of the force, Eq. (7.152), is clearly such that the magnetic field does
no work on the particle: F ? v = 0. Hence, E must be a constant, as also p and
γ by Eq. (7.38′). Further, by Eq. (7.152), there is no component of the force
parallel to B, and the momentum component along that direction must remain
constant. It is therefore no loss of generality to consider the motion only in the
plane perpendicular to B and to let p represent the projection of the total linear
momentum on to that plane. Equation (7.153) then says that the vector p (whose
magnitude is constant) is precessing around the direction of the magnetic field
with a frequency

� = q B

mγ
(7.154)

referred to as the cyclotron frequency. In the nonrelativistic limit γ → 1. This
agrees with the cyclotron resonance expression found in solid state physics texts.
Because γ is constant, the velocity vector in the plane is also of constant mag-
nitude and rotating with the same frequency. The particle must therefore move
uniformly in a circular orbit in the plane with angular speed�. Since the centrifu-
gal force, F , equals mu2/r , it follows that the magnitude of the linear momentum
in the plane must be given by

p = mγ r�.

Combining this expression with Eq. (7.154) leads to the relation between the
circle radius and the momentum:

r = p

q B
. (7.155)

The radius of curvature into which the particle motion is bent depends only upon
the particle properties through the ratio p/q (= Br), which is sometimes called
the magnetic rigidity of the particle. Note that while � (Eq. (7.154)) shows rela-
tivistic corrections through the presence of γ , the relation between r and p is the
same both relativistically and nonrelativistically. Recall that in both Eqs. (7.154)
and (7.155) p is the magnitude of the momentum perpendicular to B, but in calcu-
lating γ we must use both the perpendicular and parallel components to find β.*

7.10 COVARIANT LAGRANGIAN FORMULATIONS

The Lagrangian procedure as given above certainly predicts the correct relativistic
equations of motion. Yet it is a relativistic formulation only “in a certain sense.”
No effort has been made to keep to the ideal of a covariant four-dimensional form

*The Larmor precession frequency vL of Eq. (5.104) has an extra factor of 2, and corresponds to the
precession of a magnetic moment in a constant magnetic field. This is a physically different case from
that of the cyclotron resonance of a charged particle moving at a constant speed in a magnetic field.
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for all the laws of mechanics. Thus, the time t has been treated as a parame-
ter entirely distinct from the spatial coordinates, while a covariant formulation
would require that space and time be considered as entirely similar coordinates
in world space. Clearly some invariant parameter should be used, instead of t , to
trace the progress of the system point in configuration space. Further, the exam-
ples of Lagrangian functions discussed in the previous section do not have any
particular Lorentz transformation properties. Hamilton’s principle must itself be
manifestly covariant, which can only mean in this case that the action integral
must be a world scalar. If the parameter of integration is a Lorentz invariant, then
the Lagrangian function itself must be a world scalar in any covariant formula-
tion. Finally, instead of being a function of xi and ẋi , the Lagrangian should be
a function of the coordinates in Minkowski space and of their derivatives with
respect to the invariant parameter.

We shall consider primarily a system of only one particle. The natural choice
of the invariant parameter in such a system would seem to be the particle’s proper
time τ . But the various components of the generalized velocity, uν , must then
obey the relation

u · u = uνuν = c2, (7.35)

which shows they are not independent. Therefore, we shall instead assume the
choice of some Lorentz-invariant quantity θ with no further specification than that
it be a monotonic function of the progress of the world point along the particle’s
world line. For the purpose of this discussion, a superscript prime will be used to
denote differentiation with respect to θ :

x ′ν ≡ dxν

dθ
,

while a dot over the letter indicates differentiation with respect to t . A suitably
covariant Hamilton’s principle must therefore appear as

δ I = δ

∫ θ2

θ1

�(xμ, x ′μ) dθ, (7.156)

where the Lagrangian function � must be a world scalar and the (xμ, x ′μ) means
a function of all or any of these. Note that this formulation includes what would
have ordinarily been called “time-dependent Lagrangians,” because � is consid-
ered a function of x0. The Euler–Lagrange equations corresponding to Eq. (7.156)
are

d

dθ

(
∂�

∂x ′μ

)
− ∂�

∂xμ
= 0. (7.157)

The problem is to find the form of � such that Eqs. (7.157) are equivalent to the
equations of motion, Eq. (7.73).

One way of seeking� is to transform the action integral from the usual integral
over t to one over θ , and to treat the time t appearing explicitly in the Lagrangian



“M07 Goldstein ISBN C07” — 2011/2/15 — page 320 — #45

320 Chapter 7 The Classical Mechanics of the Special Theory of Relativity

not as a parameter but as an additional generalized coordinate. Since θ must be a
monotonic function of t as measured in some Lorentz frame, we have

dxi

dt
= dxi

dθ

dθ

dt
= c

x ′i

x ′0
. (7.158)

Hence, the action integral is transformed as

I =
∫ t2

t1
L(x j , t, ẋ j ) dt = 1

c

∫ θ2

θ1

L

(
x j , c

x ′ j

x ′0

)
x ′0 dθ.

It would seem therefore that a recipe for a suitable � is given by the relation

�(xμ, x ′μ) = x ′0

c
L

(
xμ, c

x ′ j

x ′0

)
. (7.159)

The Lagrangian obtained this way is however a strange creature, unlike any
Lagrangian we have so far met. Note that no matter what the functional form of
L , the new Lagrangian� is a homogeneous function of the generalized velocities
in the first degree:

�(xμ, ax ′μ) = a�(xμ, x ′μ). (7.160)

This is not a phenomenon of relativistic physics per se; it is a mathematical conse-
quence of enlarging configuration space to include t as a dynamical variable and
using some other parameter to mark the system-point’s travel through the space.
A Lagrangian obeying Eq. (7.160) is often called (somewhat misleadingly) a
homogeneous Lagrangian and the corresponding “homogeneous” problem of the
calculus of variations requires special treatment. The most serious of the resulting
difficulties will arise in the Hamiltonian formulation, but we can glimpse some of
them by noting that in consequence the energy function h, according to Eq. (2.53),
is identically zero. It follows from Euler’s theorem on homogeneous functions that
if � is homogeneous to first degree in x ′μ, then

� = x ′μ
∂�

∂x ′μ
.

We can then show (cf. Derivation 10 at the end of this chapter) that as a result the
function � identically satisfies the relation[

d

dθ

(
∂�

∂x ′μ

)
− ∂�

∂xμ

]
x ′μ = 0. (7.161)

Thus, if any three of the Lagrangian Eqs. (7.157) are satisfied, it will follow, solely
as a consequence of the homogeneous property of �, that the fourth is satisfied
identically.

Being thus forewarned to tread carefully, so to speak, let us carry out this trans-
formation for a free particle. From Eq. (7.136), the “relativistic” but “noncovariant”
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Lagrangian for the free particle is

L = −mc
√

c2 − ẋ i ẋi .

By the transformation of Eq. (7.159), a possible covariant Lagrangian is then

� = −mc
√

x ′μx ′μ. (7.162)

With this Lagrangian, the Euler–Lagrange equations are equivalent to

d

dθ

⎛
⎝ mcx ′√

x ′μx ′μ

⎞
⎠ = 0.

The parameter θ must be a monotonic function of the proper time τ so that deriva-
tives with respect to θ are related to those in terms of τ according to

x ′ ≡ dx

dθ
= dτ

dθ
u.

Hence, the Lagrangian equations correspond to

d

dτ

(
mcu√
uvuv

)
= d(mu)

dτ
= 0,

which are Eqs. (7.73) for a free particle. As we have seen above, the fourth of
these equations says that the kinetic energy T is conserved, which is indeed not
new but can be derived from the other three equations.

We have thus been led to a covariant Lagrangian procedure that works, at least
for a single free particle, but only in a tortuous fashion. The elaborate superstruc-
ture can be greatly simplified however by a few bold pragmatic steps. First of
all, we can avoid using θ and work in terms of the proper time τ directly by a
procedure introduced in a slightly different context by Dirac. The constraint on
the generalized velocities in terms of τ , Eq. (7.35), is not a true dynamical con-
straint on the motion; rather it is a geometric consequence of the way in which
τ is defined. Equation (7.35) says in effect that we cannot roam over the full
four-dimensional u space; we are confined to a particular three-dimensional sur-
face in the space. Dirac calls relations such as Eq. (7.35) weak equations. We
can with impunity treat uν as unconstrained quantities, and only after all differ-
entiation operations have been carried out, need the condition of Eq. (7.35) be
imposed. Certainly the procedure would have worked above for the free particle
Lagrangian. There would have been no difference if θ were set equal to τ from the
start and Eq. (7.35) applied only in the last step. The covariant Lagrange equations
can with this proviso therefore be written directly in terms of τ :

d

dτ

(
∂�

∂uν

)
− ∂�

∂xν
= 0. (7.163)
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Secondly, it is not a sacrosanct physical law that the action integral in Hamil-
ton’s principle must have the same value whether expressed in terms of t or in
terms of θ (or τ ). It needn’t be given by the prescription of Eq. (7.159). All that
is required is that � be a world scalar (or function of a world scalar) that leads to
the correct equations of motion. It doesn’t have to be homogeneous to first degree
in the generalized velocities. For example, a suitable � for a free particle would
clearly be the quadratic expression

� = 1
2 muνuν . (7.164)

Many other possibilities are available.* We shall use Eq. (7.162) for the “kinetic
energy” part of the Lagrangian in all subsequent discussions; many present and
future headaches will thereby be avoided.

If the particle is not free, but is acted on by external forces, then interaction
terms have to be added to the Lagrangian of Eq. (7.164) that would lead to
the corresponding Minkowski forces. Very little can be said at this time about
the additional terms, other than they must be Lorentz-invariant. For example, if
Gμ were some (external) four-vector, then Gμxμ would be suitable interaction
term. If in some particular Lorentz frame G1 = ma and all other components
vanish, then we would have an example of a constant force such as discussed
in the previous section. In general, these terms will represent the interaction
of the particle with some external field. The specific form will depend upon
the covariant formulation of the field theory. We have only one example of a
field already expressed in a covariant way—the electromagnetic field—and it is
instructive therefore to examine the Lagrangian for a particle in an electromag-
netic field.

A suitable Lagrangian can easily be seen to be

�(xμ, uμ) = 1
2 muμuμ + quμAμ(x

λ). (7.165)

The corresponding Lagrange’s equations are then

d

dτ
(muν) = −q d Aν

dτ
+ ∂

∂xν
(
quμAμ

)
,

which are exactly the generalized equations of motion Eq. (7.73), with the
Minkowski force Kν on a charged particle, Eq. (7.74). Note that again the
“mechanical momentum” four-vector pμ differs from the canonical momentum

*In general, � can have the form m f (uνuν), where f (y) is any function of y such that

∂ f

∂y

∣∣∣∣
y=c2

= 1

2
.

In Eq. (7.164), we have used f (uνuν) = 1
2 uνuν . The choice

f (uνuν) = −c
√

uνuν

corresponds to Eq. (7.162).
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Pμ:

Pμ = gμν
∂�

∂uν
= muμ + q Aμ = pμ + q Aμ (7.166)

by a term linear in the electromagnetic potential. The canonical momentum, P ,
conjugate to x0 is now

P0 = E

c
+ q

φ

c
= 1

c
E,

where E is the mechanical energy and E is the total energy of the particle, E +
qφ. Thus, the momentum conjugate to the time coordinate is proportional to the
total energy. A similar conjugate connection between these two quantities will
recur later in nonrelativistic theory. The connection between the magnitude of the
spatial “mechanical” momentum and the energy E is still given by Eq. (7.38′).
From Eq. (7.166), it is seen that the canonical momenta conjugate to x form the
components of a spatial Cartesian vector P related to p by

P = p + qA. (7.167)

In terms of P , Eq. (7.100) can be rewritten as

E2 = (P − qA)2 + m2c4, (7.168)

which is a useful relation between the energy E and the canonical momentum
vector P .

The interaction term in the Lagrangian of Eq. (7.165) is an example of a vec-
tor field interaction (as is also a term of the form Gμxμ). We could also have a
simple scalar field interaction where the term added to the Lagrangian would be
some world scalar ψ(xμ). Or more complicated invariant interaction terms can be
created involving an external tensor field. The nature of such Lagrangians prop-
erly stems from the physical field theory involved and cannot concern us further
here.

So far we have spoken only of systems comprising a single mass particle.
Multiparticle systems introduce new complications. One obvious problem is find-
ing an invariant parameter to describe the evolution of the system—each particle
in the system has its own proper time. With a little thought, however, we could
imagine ways of solving this difficulty. For example, the proper time associated
with the C-O-M system involves a symmetric treatment of all the particles and
might prove suitable. We could also include in the picture interactions of the
particles with external fields very much as was done for a single particle. The
great stumbling block however is the treatment of the type of interaction that is
so natural and common in nonrelativistic mechanics—direct interaction between
particles.

At first sight, it would seem indeed that such interactions are impossible
in relativistic mechanics. To say that the force on a particle depends upon the
positions or velocities of other particles at the same time implies propagation of
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effects with infinite velocity from one particle to another—“action at a distance.”
In special relativity, where signals cannot travel faster than the speed of light,
action-at-a-distance seems outlawed. And in a certain sense this seems to be the
correct picture. It has been proven that if we require certain properties of the
system to behave in the normal way (such as conservation of total linear momen-
tum), then there can be no covariant direct interaction between particles except
through contact forces.

There have been many attempts in recent years to get around this “no-
interaction” theorem. After all, we have seen that electromagnetic forces can
be expressed covariantly, and a static electric field gives rise to the Coulomb
law of attraction, which has the same form as the supposedly banned Newtonian
gravitational attraction. Some of these attempts have led to approximately covari-
ant Lagrangians, correct through orders of v2/c2. Others involve formulations of
mechanics at variance with our normal structures; most for example cannot be
stated in terms of a simple Hamilton’s principle.

7.11 INTRODUCTION TO THE GENERAL THEORY OF RELATIVITY

Thus far we have been careful to use the term “special theory of relativity” and
not to introduce the term “special relativity,” by which we endeavored to make
clear that it is the theory that is special, not the relativity. The special theory uses
ideal inertial frames that are assumed to exist over all of spacetime. The gen-
eral theory not only removes that requirement, but also has a spacetime whose
nature is part of the solution to the question of motion. To paraphrase John A.
Wheeler: “Matter tells space how to bend, and space returns the compliment
by telling matter how to move.” The general theory is often interpreted in terms
of non-Euclidean geometry, so terms like geodesic (paths of extremal distance)
and curvature of spacetime are often used. In this brief section we can only out-
line the formalism of the general theory to show how the full tensor notation is
used.

Five principles guided Einstein in the development of the general theory:

1. Mach’s principle—the special theory used inertial frames. E. Mach observed
that Newtonian inertial frames were not rotating with respect to the fixed
stars. This suggests Mach’s principle, whereby inertial properties are deter-
mined by the presence of other bodies in the universe.

2. Principle of equivalence—whereby the gravitational mass for each body in
the universe can be consistently and universally chosen to equal its inertial
mass. To the best accuracy of all experiments performed to date, the ratio
of the gravitational mass (the mass that appears in Newton’s force law for
gravity) to the inertial mass (the mass that appears in the second law) of
any object is independent of both the total mass and of the composition
of the object. This means that no local experiments can distinguish nonro-
tating free fall in a gravitational field from uniform motion in the absence
of any gravitational fields. Likewise, local experiments cannot distinguish
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between being at rest in a uniform gravitational field and undergoing
uniform acceleration in the absence of any gravitational field (that is, in a
rocket).

3. Principle of covariance—in the special theory, all inertial observers are
equivalent. The general theory extends this idea by postulating the princi-
ple of covariance. This principle is that all observers, inertial or not, observe
the same laws of physics. That means the laws of physics can be expressed
in terms of tensors, since tensors are geometric objects defined independent
of any coordinate system.

4. Correspondence principle—in weak gravitational fields with velocities
small compared to light, the general theory should make predictions
that approximate the predictions of gravitational behavior in Newtonian
mechanics. As gravitational fields go to zero, the correspondence principle
states the predictions of the general theory should approach those of the
special theory.

5. Principle of minimal gravitational coupling—this principle postulates that
no terms explicitly containing the curvature should be added in making the
transition from the special theory to the general theory.

Newton’s first law tells us that in the absence of external force bodies move
along straight lines without acceleration. The preceding guiding principles sug-
gest that in the general theory, objects will move along the geodesics of space-
time. For example, let us consider a family of geodesics that start out parallel. If
gravitational effects in the region under consideration are uniform, the geodesics
will remain parallel. If there is a nonuniform gravitational field, the geodesics
should start to approach or recede. The change in separation, or geodesic devia-
tion, is the proper measure of the gravitational field. Near Earth’s surface, we often
assume the gravitational field is uniform over small regions. Thus, we assume two
falling bodies released side by side fall parallel. An experiment for larger sepa-
rations or longer fall times measures the nonuniformity of Earth’s gravitational
field.

To illustrate this, let us consider an example of two balls separated horizon-
tally by a distance, d, which are dropped at the same time from the same height
high above Earth. Very close to either ball, and neglecting the gravitational mass
of the balls, local experiments will give results that allow us to treat the local
region as an inertial frame. Locally, gravity can be made to vanish by a choice
of coordinate frame. Let us choose this local free-fall frame for our observa-
tions. Locally this satisfies the conditions for an inertial frame. However, as the
balls fall toward Earth, their separation, d, decreases. This change in separation,
rather than the fall toward Earth, is the local measure of the gravitational effect of
Earth since it can not be eliminated by a choice of frame. This is reflected by the
general theory statement that only the tides (differential effects) are real gravita-
tional effects. Any other gravitational effects can be locally eliminated by freely
falling.

Now consider two geodesics as shown in Figure 7.5. We can define two vector
fields at any point. One field, denoted by u, gives the 4-velocity of motion along
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FIGURE 7.5 Tangent vector, u, and deviation vector, ξ .

the geodesic, while the other field, denoted by ξ , gives the separation to the next
geodesic. We assume at some time, τ , there were test particles at the head and tail
of the ξ vector.

We shall use the proper time at the tail of the deviation vector and have the
head point to where the other test particle is at that time. In general, as the motion
progresses, the proper time of the first test particle will not be the same proper
time for the other test particle. A straightforward calculation, in the Newtonian
limit, for the example of two falling balls, gives for the space components of ξ
perpendicular to the direction toward Earth’s center,

d2ji

dt2
= Rξ i , (7.169)

where R depends upon the distance to Earth’s center and other physical constants.
Equation (7.169) says the acceleration in the separation of two geodesics is pro-
portional to their separation. A two-dimensional example is the geodesics on the
surface of a sphere. Consider two initially parallel geodesics on a sphere. These
geodesics will meet after they have traveled one-quarter of the circumference of
the sphere. For this case, Eq. (7.169) has R = 1/a2, where a is the radius of the
sphere.

If we analyze this problem in three or more dimensions, the relative accelera-
tion is written as D2j/ds2 where ds is the length of the travel along the geodesic
and we use a D for the derivative since our coordinate system is completely arbi-
trary. The twists and turns in the coordinate system can cause changes in the com-
ponents of ξ even if its magnitude is not changing. As he developed more of the
theory, Einstein discovered that the mathematicians—in particular, Riemann—
had already developed the mathematical tools needed. The metric serves the role
of potentials and derivatives of the metric give the geometric forces. Since the
derivatives of the metric are not tensors, a combination of the derivatives and the
metric must be used. There are also problems introduced by the freedom of using
any coordinate system. Some of the changes are due to physical forces and others
are due to the choice of the coordinate system in analogy to the Coriolis effect in
a rotating coordinate system. The correct expression for the deviation of geodesic
motion is provided by a tensor named Riemann. It is constructed of linear com-
binations of second derivatives of the metric contracted with the metric. Riemann
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has slots for three vectors and one slot for a single one-form. If we put the tangent
vector into the second and fourth slots and the deviation vector into the third slot,
Riemann produces

=u=uj+ Riemann(. . . , u, ξ, u) = 0, (7.170)

where =u=u = D2

ds2 . In component notation, Eq. (7.170) is

d2ξα

ds2
+ Rαβγ δ

dxβ

dτ
ξγ

dxδ

dτ
= 0. (7.171)

If we contract Riemann on slots 1 and 3, we produce a tensor called Ricci,
defined as

Ricci(u, ν) = Riemann(wα, u, eα, v), (7.172)

whose components are

Rμν = Rαμαv. (7.173)

Another critical contraction produces the curvature scalar, called R

R = Ricci(wα, eα) = Rαα. (7.174)

Of all these possible contractions of Riemann, only one tensor of rank
(2

0

)
retains

all the differential symmetries of Riemann. That tensor is called Einstein (denoted
by G) and is defined as

G = Ricci − 1
2 gR, (7.175)

with components

Gμν = Rμν − 1
2 gμνR. (7.176)

Using T to denote the stress-energy tensor, Einstein’s field equations make
Einstein proportional to T .

G = kT . (7.177)

These equations for weak gravitational fields and for speeds much less than
light approach Newtonian gravitational theory, and for no gravitational fields
produce the results of the special theory. They also correctly predict all the
measured first- and second-order corrections to the special theory of relativity
in experiments thus far performed. In addition, the theory predicts the exis-
tence of gravitational waves from moving masses. Although these waves have
not, at this writing, been directly observed, measured changes in the periods of
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several binary star systems are consistent with the existence of such radiation
existing.

Soon after Einstein proposed Eqs. (7.177), astronomers pointed out that the
solutions of these equations were not consistent with their observation of a
static universe that was neither expanding nor contracting. Einstein modified
the equations by adding a term that was proportional to the metric tensor. The
constant of proportionality, called the cosmological constant, was denoted by �
giving

G +�g = kT . (7.178)

Soon after that, astronomers decided that the observational data showed that
the universe was expanding and the cosmological constant was not needed, and
most physicists dropped the term. Einstein said that the cosmological constant
was his greatest mistake. However, the early 21st century observational data on
distant galaxies suggests that the universe is accelerating as it expands. This would
re-introduce the cosmological constant into the field equations. The current ter-
minology, since this would be a � < 0, is to refer to the cosmological con-
stant as “dark energy,” since it is a positive contribution to the right-hand side of
Eq. (7.178).

DERIVATIONS

1. Consider a mechanical system of n particles, with a conservative potential consist-
ing of terms dependent only upon the scalar distance between pairs of particles.
Show explicitly that the Lagrangian for the system when expressed in coordinates
derived by a Galilean transformation differs in form from the original Lagrangian
only by a term that is a total time derivative of a function of the position vectors.
This is a special case of invariance under a point transformation (cf. Derivation 10,
Chapter 1).

2. Obtain the Lorentz transformation in which the velocity is at an infinitesimal angle dθ
counterclockwise from the x axis, by means of a similarity transformation applied to
Eq. (7.16). Show directly that the resulting matrix is orthogonal and that the inverse
matrix is obtained by substituting −v for v.

3. The Einstein addition law can also be obtained by remembering that the second
velocity is related directly to the space components of a four-velocity, which may
then be transformed back to the initial system by a Lorentz transformation. If the
second system is moving with a speed v′ relative to the first in the direction of their z
axes, while a third system is moving relative to the second with an arbitrarily oriented
velocity v′′, show by this procedure that the magnitude of the velocity v between the
first and third system is given by

√
1 − β2 =

√
1 − β ′2

√
1 − β ′′2

1 + β ′β ′′z
,
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and that the components of v are

βx = β ′′x
√

1 − β ′2
1 + β ′β ′′z

, βy = β ′′y
√

1 − β ′2
1 + β ′β ′′z

, βz = β ′ + β ′′z
1 + β ′β ′′z

Here β ′′x = v′′x /c, and so forth.

4. Show that the magnitude of the velocity of the preceding exercise between the first
and the third systems can be given in general by

β2 = (b′ + b′′)2 − (b′3b′′)2
(1 + b′ ? b′′)2

.

5. Show that the matrix R defined by Eq. (7.21) has the form of a spatial rotation by doing
the matrix multiplication, and by examining the properties of the 3×3 submatrix with
elements Ri j . Prove that there cannot be two rotation matrices such that Eq. (7.21) is
satisfied; that is, R is unique. Finally, show that L can similarly be uniquely factored
into a rotation and a pure Lorentz transformation in the form

L = P′R′.

6. Show that to each plane wave there is associated a covariant four-vector involving the
frequency and the wave number. From the consequent transformation equations of the
components of the four-vector, derive the Doppler-effect equations.

7. From the transformation properties of the world acceleration, show that the compo-
nents of the acceleration a are given in terms of the transformed acceleration a′ in a
system momentarily at rest with respect to the particle by the formulas

a′x = ax

(1 − β2)3/2
, a′y = ay

1 − β2
, a′z = az

1 − β2
,

the x axis being chosen in the direction of the relative velocity.

8. By expanding the equation of motion, Eq. (7.73), with Eq. (7.36) for the momentum
show that the force is parallel to the acceleration only when the velocity is either
parallel or perpendicular to the acceleration. Obtain expressions for the coefficients
of the acceleration in these two cases. In the older literature, these coefficients were
known as the longitudinal and transverse masses, respectively.

9. A generalized potential suitable for use in a covariant Lagrangian for a single particle

U = −Aλν(x
μ)uλuν

where Aλν stands for a symmetric world tensor of the second rank and uν are the
components of the world velocity. If the Lagrangian is made up of Eq. (7.164) minus
U , obtain the Lagrange equations of motion. What is the Minkowski force? Give the
components of the force as observed in some Lorentz frame.

10. Show that if � satisfies the Lagrange equations, it identically satisfies Eq. (7.161)
on the basis of the homogeneity of �, by explicitly forming the total derivative with
respect to θ that occurs in the equation.
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11. In special relativity, it is not necessarily obvious that the velocity of system B as
observed in system A is the negative of the velocity vector of system A observed in
system B. From the orthogonality properties of L, prove that the two vectors have
the same magnitude and are in fact the negative of each other. For simplicity, a pure
Lorentz transformation may be assumed, although this condition is not necessary for
the proof.

12. A set of transformations are said to form the group (see Appendix B) if they possess
the following four characteristics:

• The transformation equivalent to two successive transformations (“product” of
transformations) is a member of the set.

• The product operation obeys the associative law.

• The identity transformation is a member of the set.

• The inverse of each transformation in the set is also a member of the set.

Prove that the sets of full Lorentz transformations and of restricted Lorentz transfor-
mation have (separately) the group property.

EXERCISES

13. Show by direct multiplication of the vector form of the Lorentz transformation,
Eqs. (7.9), that

r ′2 − c2t ′2 = r2 − c2t2.

14. Calculate the length of a rod of rest length 2 m, moving at 0.73c as observed by an
observer at rest. Also, compute at what speed the length in motion of the rod will be
half the rest length?

15. A beam of particles moving with uniform velocity collides with a collection of target
particles that are at rest in a particular system. Let σ0 be the collision cross section
observed in this system. In another system, the incident particles have a normalized
velocity b1 and the target particles a normalized velocity b2. If σ is the observed
cross section in this system, show that

σ = σ0

√
1 − (b1 3b2)

2

(b1 − b2)
2
.

Remember that collision rate must be invariant under a Lorentz transformation.

16. For a “close” satellite of Earth (semimajor axis approximately the radius of Earth)
calculate numerically the value of the Thomas precession rate. Compare the result
with the precession rate induced in the orbit because of the oblate figure of Earth.
Assume the satellite orbital plane is inclined at 30◦ to the equator.
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17. Two particles with rest masses m1 and m2 are observed to move along the observer’s
z axis toward each other with speeds v1 and v2, respectively. Upon collision, they are
observed to coalesce into one particle of rest mass m3 moving with speed v3 relative
to the observer. Find m3 and v3 in terms of m1, m2, v1, and v2. Would it be possible
for the resultant particle to be a photon, that is, m3 = 0, if neither m1 nor m2 are
zero?

18. Calculate the mass of an electron moving at 0.84c. Also, comment whether the
electron can be accelerated to the velocity of light. (Rest mass of an electron is
9.1× 10−31 kg.)

19. A meson of mass mπ at rest disintegrates into a meson of mass mμ and a neutrino of
effectively zero mass. Show that the kinetic energy of motion of the μ meson is

T = (mπ − mμ)2

2mπ
c2.

20. Calculate the mean life of a pion travelling at 0.8c. (Proper mean lifetime for the pion
is 28 nano second.)

21. A photon may be described classically as a particle of zero mass possessing never-
theless a momentum h/λ = hν/c, and therefore a kinetic energy hν. If the photon
collides with an electron of mass m at rest, it will be scattered at some angle θ with a
new energy hν′. Show that the change in energy is related to the scattering angle by
the formula

λ′ − λ = 2λc sin2 θ

2
,

where λc = h/mc, is known as the Compton wavelength. Show also that the kinetic
energy of the recoil motion of the electron is

T = hν
2
(
λc
λ

)
sin2 θ

2

1 + 2
(
λc
λ

)
sin2 θ

2

.

22. Calculate the relativistic mass of the photon of wavelength 6600 Å. Sketch the varia-
tion of the relativistic mass of the photon as a function of its wavelength.

23. The theory of rocket motion developed in Exercise 13, Chapter 1, no longer applies in
the relativistic region, in part because there is no longer conservation of mass. Instead,
all the conservation laws are combined into the conservation of the world momentum;
the change in each component of the rocket’s world momentum in an infinitesimal
time dt must be matched by the value of the same component of pv for the gases
ejected by the rocket in that time interval. Show that if there are no external forces
acting on the rocket, the differential equation for its velocity as a function of the
mass is

m
dv

dm
+ a

(
1 − v2

c2

)
= 0,
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where a is the constant velocity of the exhaust gases relative to the rocket. Verify that
the solution can be put in the form

β =
1 −

(
m
m0

)2a/c

1 +
(

m
m0

)2a/c
,

m0 being the initial mass of the rocket. Since mass is not conserved, what happens to
the mass that is lost?

24. In a Michelson–Morley experiment, taking the distance between the two mirrors from
the plate to be 12 m and the velocity of Earth as 35 km/s, calculate the fringe shift for
a light of wavelength 5 × 10−5 cm.

25. A particle of rest mass m, charge q , and initial velocity v0 enters a uniform electric
field E perpendicular to v0. Find the subsequent trajectory of the particle and show
that it reduces to a parabola as the limit c becomes infinite.

26. Show that the relativistic motion of a particle in an attractive inverse-square law of
force is a precessing ellipse. Compute the precession of the perihelion of Mercury
resulting from this effect. (The answer, about 7′′ per century, is much smaller than
the actual precession of 43′′ per century that can be accounted for correctly only by
general relativity. The other planets produce a precession greater than 5,000′′ per
century.)

27. Starting from the equation of motion (7.73), derive the relativistic analog of the virial
theorem, which states that for motions bounded in space and such that the velocities
involved do not approach indefinitely close to c, then

L0 + T = −F ? r,

where L0 is the form the Lagrangian takes in the absence of external forces. Note that
although neither L0 nor T corresponds exactly to the kinetic energy in nonrelativistic
mechanics, their sum, L + T , plays the same role as twice the kinetic energy in the
nonrelativistic virial theorem, Eq. (3.26).

28. Let e1 and e2 be the basis vectors for a Cartesian coordinate system in a two-
dimensional Euclidean space that contains a crystal whose lattice vectors are a = e1
and b = e1 + e2. Use the underlying Euclidean geometry to determine that the recip-
rocal lattice vectors are A = e1 − e2 and B = e2. Using the a, b pair as basis vectors,
determine the metric tensor g necessary for A and B to be the 1-forms as defined by
Eqs. (7.34′) and (7.49).

29. An electron has a kinetic energy of 3 MeV. Calculate its speed. The rest mass of the
electron is 9.1 × 10−31 kg.

30. The red-shifted spectral line of 5100 Å from a star is observed at 5435 Å. Calculate
the velocity on the star.

31. To show that the word “relativity” in the special theory of relativity does not have its
ordinary meaning, consider a disk rotating in an inertial frame about an axis fixed at
its center and perpendicular to the disk. Mounted on the edge of the disk are mirrors
arranged so that light emitted tangentially from a point on the disk is reflected tan-
gentially around the disk back to the starting location. Compare the behavior of light
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emitted in the direction of rotation (assumed clockwise) to the behavior of light emit-
ted in the opposite direction. Now consider a pulse of light emitted by a source on the
axis and used to synchronize the clocks on the perimeter. Since clocks are commonly
synchronized by light and distance in the special theory (elapsed time = distance/c),
what does this say about the absolute sense of rotation in the special theory?

32. Show that the space components of Eq. (7.68) are identical to the components in the
equation on the preceding line.
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8 The Hamilton Equations
of Motion

The Lagrangian formulation of mechanics was developed largely in the first
two chapters, and most of the subsequent discussion has been in the nature of
application, but still within the framework of the Lagrangian procedure. In this
chapter we resume the formal development of mechanics, turning our attention
to an alternative statement of the structure of the theory known as the Hamilto-
nian formulation. Nothing new is added to the physics involved; we simply gain
another (and more powerful) method of working with the physical principles
already established. The Hamiltonian methods are not particularly superior to
Lagrangian techniques for the direct solution of mechanical problems. Rather, the
usefulness of the Hamiltonian viewpoint lies in providing a framework for theo-
retical extensions in many areas of physics. Within classical mechanics it forms
the basis for further developments, such as Hamilton–Jacobi theory, perturbation
approaches and chaos. Outside classical mechanics, the Hamiltonian formulation
provides much of the language with which present-day statistical mechanics and
quantum mechanics is constructed. We shall assume in the following chapters
that the mechanical systems are holonomic and that the forces are monogenic,
that is, derived either from a potential dependent upon position only, or from
velocity-dependent generalized potentials of the type discussed in Section 1.5.

8.1 LEGENDRE TRANSFORMATIONS
AND THE HAMILTON EQUATIONS OF MOTION

In the Lagrangian formulation (nonrelativistic), a system with n degrees of free-
dom possesses n equations of motion of the form

d

dt

(
∂L

∂ q̇i

)
− ∂L

∂qi
= 0. (8.1)

As the equations are of second order, the motion of the system is determined for
all time only when 2n initial values are specified, for example, the n qi ’s and
n q̇i ’s at a particular time t1, or the n qi ’s at two times, t1 and t2. We represent
the state of the system by a point in an n-dimensional configuration space whose
coordinates are the n generalized coordinates qi and follow the motion of the sys-
tem point in time as it traverses its path in configuration space. Physically, in the
Lagrangian viewpoint a system with n independent degrees of freedom is a prob-
lem in n independent variables qi (t), and q̇i appears only as a shorthand for the

334
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time derivative of qi . All n coordinates must be independent. In the Hamiltonian
formulation there can be no constraint equations among the coordinates. If the n
coordinates are not independent, a reduced set of m coordinates, with m < n, must
be used for the formulation of the problem before proceeding with the following
steps.

The Hamiltonian formulation is based on a fundamentally different picture.
We seek to describe the motion in terms of first-order equations of motion. Since
the number of initial conditions determining the motion must of course still be 2n,
there must be 2n independent first-order equations expressed in terms of 2n inde-
pendent variables. Hence, the 2n equations of the motion describe the behavior
of the system point in a phase space whose coordinates are the 2n independent
variables. In thus doubling our set of independent quantities, it is natural (though
not inevitable) to choose half of them to be the n generalized coordinates qi . As
we shall see, the formulation is nearly symmetric if we choose the other half of
the set to be the generalized or conjugate momenta pi already introduced by the
definition (cf. Eq. (2.44)):

pi = ∂L(q j , q̇ j , t)

∂ q̇i
(no sum on j) (8.2)

where the j index shows the set of q’s and q̇’s. The quantities (q, p) are known
as the canonical variables.*

From the mathematical viewpoint, it can however be claimed that the q’s and
q̇’s have been treated as distinct variables. In Lagrange’s equations, Eq. (8.1), the
partial derivative of L with respect to qi means a derivative taken with all other q’s
and all q̇’s constant. Similarly, in the partial derivatives with respect to q̇ , the q’s
are kept constant. Treated strictly as a mathematical problem, the transition from
Lagrangian to Hamiltonian formulation corresponds to changing the variables in
our mechanical functions from (q, q̇, t) to (q, p, t), where p is related to q and
q̇ by Eqs. (8.2). The procedure for switching variables in this manner is provided
by the Legendre transformation, which is tailored for just this type of change of
variable.

Consider a function of only two variables f (x, y), so that a differential of f
has the form

d f = u dx + v dy, (8.3)

where

u = ∂ f

∂x
, v = ∂ f

∂y
. (8.4)

We wish now to change the basis of description from x, y to a new distinct set
of variables u, y, so that differential quantities are expressed in terms of the

*Unless otherwise specified, in this and subsequent chapters the symbol p will be used only for the
conjugate or canonical momentum. When the forces are velocity dependent, the canonical momentum
will differ from the corresponding mechanical momentum (cf. Eq. (2.47)).



“M08 Goldstein ISBN C08” — 2011/2/15 — page 336 — #3

336 Chapter 8 The Hamilton Equations of Motion

differentials du and dy. Let g be a function of u and y defined by the equation

g = f − ux . (8.5)

A differential of g is then given as

dg = d f − u dx − x du,

or, by (8.3), as

dg = v dy − x du,

which is exactly in the form desired. The quantities x and v are now functions of
the variables u and y given by the relations

x = −∂g

∂u
, v = ∂g

∂y
, (8.6)

which are the analogues of Eqs. (8.4).
The Legendre transformation so defined is used frequently in thermodynamics.

The first law of thermodynamics relates the differential change in energy, dU , to
the corresponding change in heat content, dQ, and the work done, dW:

dU = d Q − dW. (8.7)

For a gas undergoing a reversible process, Eq. (8.7) can be written as

dU = T d S − P dV, (8.8)

where U (S, V ) is written as a function of the entropy, S, and the volume, V ,
where the temperature, T , and the gas pressure, P , are given by

T = ∂U

∂S
and P = −∂U

∂V
. (8.9)

The enthalpy, H(S, P) is generated by the Legendre transformation

H = U + PV, (8.10)

which gives

d H = T d S + V d P, (8.11)

where

T = ∂H

∂S
and V = ∂H

∂P
.
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Additional Legendre transformations,

F = U − T S
(8.12)

G = H − T S,

generate the Helmholtz free energy, F(T, V ), and the Gibbs free energy, G(T, P).
The transformation from (q, q̇, t) to (q, p, t) differs from the type considered

in Eqs. (8.3) to (8.12) only in that more than one variable is to be transformed.
We begin by writing the differential of the Lagrangian, L(q, q̇, t), as

d L = ∂L

∂qi
dqi + ∂L

∂q̇i
dq̇i + ∂L

∂t
dt. (8.13)

The canonical momentum was defined in Eq. (2.44) as pi = ∂L/∂q̇i ; substituting
this into the Lagrange equation (8.1), we obtain

ṗi = ∂L

∂qi
, (8.14)

so Eq. (8.13) can be written as

d L = ṗi dqi + pi dq̇i + ∂L

∂t
dt. (8.13′)

The Hamiltonian H(q, p, t) is generated by the Legendre transformation

H(q, p, t) = q̇i pi − L(q, q̇, t), (8.15)

which has the differential

d H = q̇i dpi − ṗi dqi − ∂L

∂t
dt, (8.16)

where the term pi dq̇i is removed by the Legendre transformation. Since d H can
also be written as

d H = ∂H

∂qi
dqi + ∂H

∂pi
dpi + ∂H

∂t
dt, (8.17)

we obtain the 2n + 1 relations

q̇i = ∂H

∂pi

− ṗi = ∂H

∂qi

⎫⎪⎪⎬
⎪⎪⎭ (8.18)

−∂L

∂t
= ∂H

∂t
. (8.19)
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Equations (8.18) are known as the canonical equations of Hamilton; they consti-
tute the desired set of 2n first-order equations of motion replacing the n second-
order Lagrange equations.*

The first half of Hamilton’s equations give the q̇i ’s as functions of (q, p, t).
They form therefore the inverse of the constitutive equations (8.2), which define
the momenta pi as functions of (q, q̇, t). It may therefore be said that they provide
no new information. In terms of solving mechanical problems by means of the
canonical equations, the statement is correct. But within the framework of the
Hamiltonian picture, where H(q, p, t) is some given function obtained no matter
how, the two halves of the set of Hamiltonian equations are equally independent
and meaningful. The first half says how q̇ depends on q, p, and t ; the second says
the same thing for ṗ.

Of course, the Hamiltonian H is constructed in the same manner, and has iden-
tically the same value, as h, the energy function defined in Eq. (2.53). But they
are functions of different variables: Like the Lagrangian, h is a function of q, q̇
(and possibly t), while H must always be expressed as a function of q, p (and
possibly t). It is to emphasize this difference in functional behavior that differ-
ent symbols have been given to the quantities even though they have the same
numerical values.

Nominally, the Hamiltonian for each problem must be constructed via the
Lagrangian formulation. The formal procedure calls for a lengthy sequence of
steps:

1. With a chosen set of generalized coordinates, qi , the Lagrangian L(qi , q̇i , t)
= T − V is constructed.

2. The conjugate momenta are defined as functions of qi , q̇i , and t by
Eqs. (8.2).

3. Equation (8.15) is used to form the Hamiltonian. At this stage we have some
mixed function of qi , q̇i , pi , and t .

4. Equations (8.2) are then inverted to obtain q̇i as functions of (q, p, t). Pos-
sible difficulties in the inversion will be discussed below.

5. The results of the previous step are then applied to eliminate q̇ from H so
as to express it solely as a function of (q, p, t).

Now we are ready to use the Hamiltonian in the canonical equations of motion.
For many physical systems it is possible to shorten this drawn-out sequence

quite appreciably. As has been described in Section 2.7, in many problems the La-
grangian is the sum of functions each homogeneous in the generalized velocities

*Canonical is used here presumably in the sense of designating a simple, general set of standard
equations. It appears that the term was first introduced by C. G. J. Jacobi in 1837 (Comptes rendus de
l’Académie des Sciences de Paris, 5, p. 61) but in a slightly different context referring to an application
of Hamilton’s equations of motion to perturbation theory. Although the term rapidly gained common
usage, the reason for its introduction apparently remained obscure even to contemporaries. By 1879,
only 45 years after Hamilton explicitly introduced his equations, Thomson (Lord Kelvin) and Tait
were moved by the adjective “canonical” to exclaim: “Why it has been so called would be hard to
say.”
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of degree 0, 1, and 2, respectively. In that case, H by the prescription of Eq. (8.15)
is given by (cf. Eqs. (2.53) and (2.55))

H = q̇i pi − L = q̇i pi − [L0(qi , t)+ L1(qi , t)q̇k + L2(qi , t)q̇k q̇m] (8.20)

(no sum on i in the square brackets) where L0 is the part of the Lagrangian that is
independent of the generalized velocities, L1 represents the coefficients of the part
of the Lagrangian that is homogeneous in q̇i in the first degree, and L2 is the part
that is homogeneous in q̇i in the second degree. Further, if the equations defining
the generalized coordinates don’t depend on time explicitly, then L2q̇k q̇m = T
(the kinetic energy), and if the forces are derivable from a conservative potential
V (that is, work is independent of the path), then L0 = −V . When both these
conditions are satisfied, the Hamiltonian is automatically the total energy:

H = T + V = E . (8.21)

If either Eq. (8.20) or (8.21) holds, then much of the algebra in steps 3 and 4 above
is eliminated.

We can at times go further. In large classes of problems, it happens that L2 is a
quadratic function of the generalized velocities and L1 is a linear function of the
same variables with the following specific functional dependencies:

L(qi , q̇i , t) = L0(q, t)+ q̇i ai (q, t)+ q̇2
i Ti (q, t), (8.22)

where the ai ’s and the Ti ’s are functions of the q’s and t .
The algebraic manipulations required in steps 2–5 can then be carried out, at

least formally, once and for all. To show this, let us form the q̇i ’s into a single
column matrix q̇. Under the given assumptions the Lagrangian can be written as

L(q, q̇, t) = L0(q, t)+ ˜̇qa + 1
2
˜̇qTq̇, (8.23)

where the single row matrix ˜̇q has been written explicitly as the transpose of a
single column matrix, q̇. Here a is a column matrix, and T is a square n×n matrix
(much like the corresponding matrix introduced in Section 6.2). The elements of
both are in general functions of q and t . To illustrate this formalism, let us consider
the special case where qi = {x, y, z} and T is diagonal. We would then write

1

2
˜̇qTq̇ = 1

2
(ẋ ẏ ż)

⎡
⎣m 0 0

0 m 0
0 0 m

⎤
⎦
⎡
⎣ẋ

ẏ
ż

⎤
⎦ = m

2
(ẋ2 + ẏ2 + ż2) (8.24a)

and

˜̇qa = (ẋ ẏ ż)

⎡
⎣ax

ay

az

⎤
⎦ = ax ẋ + ay ẏ + az ż = a · ṙ. (8.24b)
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In this notation the Hamiltonian, H = ˜̇qp − L , becomes

H = ˜̇q(p − a)− 1
2
˜̇qTq̇ − L0. (8.24c)

Since T is symmetric, the conjugate momenta, considered as a column matrix p,
is given by Eq. (8.2)

p = Tq̇ + a, (8.25)

which can be inverted (step 4) to the column vector q̇

q̇ = T−1(p − a). (8.26a)

This step presupposes that T−1 exists, which it normally does by virtue of the
positive definite property of kinetic energy.

The corresponding equation for ˜̇q is

˜̇q = (p̃ − ã)T−1. (8.26b)

To obtain the correct functional form for the Hamiltonian, Eqs. (8.26) must be
used to replace q̇ and ˜̇q, yielding the final form for the Hamiltonian:

H(q, p, t) = 1
2 (p̃ − ã)T−1(p − a)− L0(q, t). (8.27)

If the Lagrangian can be written in the form of Eq. (8.23), then we can imme-
diately skip the intervening steps and write the Hamiltonian as Eq. (8.27). The
inverse matrix T−1 can usually most easily be obtained straightforwardly as

T−1 = T̃c

|T| , (8.28)

where Tc is the cofactor matrix whose elements (Tc) jk are (−1) j+k times the
determinant of the matrix obtained by striking out the j th row and the kth column
of T.

In the example Eq. (8.24a), these three matrices are given explicitly by

T =
⎡
⎣m 0 0

0 m 0
0 0 m

⎤
⎦ , T−1 =

⎡
⎣ 1

m 0 0
0 1

m 0
0 0 1

m

⎤
⎦ , and

T̃c =
⎡
⎣m2 0 0

0 m2 0
0 0 m2

⎤
⎦ ,

and the determinant |T| = m3. It is easy to see that for the usual case when T is
diagonal, then T−1 is also diagonal with elements that are just the reciprocals of
the corresponding elements of T.
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A number of exercises in applying this formalism to various mechanical sys-
tems will be found in the problems at the end of the chapter. Two very simple
examples are considered here because they illustrate some important aspects of
the technique. First consider the spatial motion of a particle in a central force
field, using spherical polar coordinates (r, θ, φ) for the generalized coordinates.
The potential energy is some function V (r) and the kinetic energy is

T = mv2

2
= m

2
(ṙ2 + r2 sin2 θφ̇2 + r2θ̇2). (8.28′)

Clearly the Hamiltonian has the form of Eq. (8.21) and corresponds to the total
energy T + V . Since T is diagonal the form of H is, by inspection,

H(r, θ, pr , pθ , pφ) = 1

2m

(
p2

r + p2
θ

r2
+

p2
φ

r2 sin2 θ

)
+ V (r). (8.29)

Note that the Hamiltonian would have a different functional form if the gener-
alized coordinates were chosen to be the Cartesian coordinates xi of the particle.
If we make that choice, then the kinetic energy has the form

T = mv2

2
= mẋi ẋi

2
,

so that the Hamiltonian is now

H(xi , pi ) = pi pi

2m
+ V (r). (8.30)

It is sometimes convenient to form the canonical momenta pi conjugate to xi into
a vector p such that the Hamiltonian can be written as

H(xi , pi ) = p ? p
2m

+ V (
√

xi xi ). (8.31)

We can of course take the components of p relative to any coordinate system
we desire, curvilinear spherical coordinates, for example. But it is important not to
confuse, say, pθ with the θ component of p, designated as (p)θ . The former is the
canonical momentum conjugate to the coordinate θ ; the latter is the θ component
of the momentum vector conjugate to the Cartesian coordinates. Dimensionally,
it is clear they are quite separate quantities; pθ is an angular momentum, (p)θ is a
linear momentum. Whenever a vector is used from here on to represent canonical
momenta it will refer to the momenta conjugate to Cartesian position coordinates.

For a second example, let us consider a single (nonrelativistic) particle of mass
m and charge q moving in an electromagnetic field. By Eq. (1.63), the Lagrangian
for this system is

L = T − V = 1
2 mv2 − qφ + qA · v,

where the scalar potential term, −qφ, is the L0 term of the Lagrangian as ex-
pressed in Eq. (8.22) and the vector potential term, qA ? v, is the L1 term.



“M08 Goldstein ISBN C08” — 2011/2/15 — page 342 — #9

342 Chapter 8 The Hamilton Equations of Motion

Using Cartesian position coordinates as generalized coordinates, the Lagrangian
can also be written as

L = mẋi ẋi

2
+ q Ai ẋi − qφ, (8.32)

where the potentials φ and A are in general functions of xi and the time.
There is now a linear term in the generalized velocities such that the matrix

a has the elements q Ai . Because of this linear term in V , the Hamiltonian is not
T +V . However, it is still in this case the total energy since the “potential” energy
in an electromagnetic field is determined by φ alone. The canonical momenta,
either by Eq. (8.2) or Eq. (8.25), are

pi = mẋi + q Ai , (8.33)

and the Hamiltonian (cf. Eq. (8.27)) is

H = (pi − q Ai )(pi − q Ai )

2m
+ qφ, (8.34)

which is the total energy of the particle. Again, the momenta pi can be formed
into a vector p and H written as

H = 1

2m
(p − qA)2 + qφ, (8.35)

and remembering that p refers only to momenta conjugate to xi .
It is clear that Hamilton’s equations of motion do not treat the coordinates and

momenta in a completely symmetric fashion. The equation for ṗ has a minus sign
that is absent in the equation for q̇ . Considerable ingenuity has been exercised
in devising nomenclature schemes that result in entirely symmetric equations,
or combine the two sets into one. Most of these schemes have only curiosity
value, but one has proved to be an elegant and powerful tool for manipulating the
canonical equations and allied expressions.

For a system of n degrees of freedom, we construct a column matrix h with 2n
elements such that

ηi = qi , ηi+n = pi ; i ≤ n. (8.36)

Similarly, the column matrix ∂H/∂h has the elements(
∂H

∂h

)
i
= ∂H

∂qi
,

(
∂H

∂h

)
i+n

= ∂H

∂pi
; i ≤ n. (8.37)

Finally, let J be the 2n × 2n square matrix composed of four n × n zero and unit
matrices according to the scheme

J =
[

0 1
−1 0

]
(8.38a)
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with the following transpose matrix, which is its inverse

J̃ =
[

0 −1
1 0

]
, (8.38b)

which means

J̃J = JJ̃ = 1 =
[
1 0
0 1

]
, (8.38c)

so

J̃ = −J = J−1 (8.38d)

and

J2 = −1, (8.38e)

and the determinant is

|J| = +1. (8.38f)

Here 0 is the n × n matrix all of whose elements is zero, and 1 is the standard
n × n unit matrix. Hamilton’s equations of motion can then be written in compact
form as

ḣ = J
∂H

∂h
. (8.39)

For two coordinate variables, this has the expanded form⎡
⎢⎢⎣

q̇1
q̇2
ṗ1
ṗ2

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

⎤
⎥⎥⎦
⎡
⎢⎢⎣
− ṗ1
− ṗ2
q̇1
q̇2

⎤
⎥⎥⎦ , (8.40)

where use was made of Eqs. (8.37) and (8.18). This method of displaying the
canonical equations of motion will be referred to as Hamilton’s equations in
matrix or symplectic* notation. In subsequent chapters we shall frequently em-
ploy this matrix form of the equations.

8.2 CYCLIC COORDINATES AND CONSERVATION THEOREMS

According to the definition given in Section 2.6, a cyclic coordinate q j is one that
does not appear explicitly in the Lagrangian; by virtue of Lagrange’s equations

*The term symplectic comes from the Greek for “intertwined,” particularly appropriate for Hamilton’s
equations where q̇ is matched with a derivative with respect to p and ṗ similarly with the negative of
a q derivative. H. Weyl first introduced the term in 1939 in his book The Classical Groups.
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its conjugate momentum p j is then a constant. But comparison of Eq. (8.14) with
Eq. (8.16) has already told us that

ṗ j = ∂L

∂q j
= − ∂H

∂q j
.

A coordinate that is cyclic will thus also be absent from the Hamiltonian.* Con-
versely if a generalized coordinate does not occur in H , the conjugate momentum
is conserved. The momentum conservation theorems of Section 2.6 can thus be
transferred to the Hamiltonian formulation with no more than a substitution of H
for L . In particular, the connection between the invariance or symmetry proper-
ties of the physical system and the constants of the motion can also be derived in
terms of the Hamiltonian. For example, if a system is completely self-contained,
with only internal forces between the particles, then the system can be moved as
a rigid ensemble without affecting the forces or subsequent motion. The system
is said to be invariant under a rigid displacement. Hence, a generalized coordinate
describing such a rigid motion will not appear explicitly in the Hamiltonian, and
the corresponding conjugate momentum will be conserved. If the rigid motion is
a translation along some particular direction, then the conserved momentum is
the corresponding Cartesian component of the total linear (canonical) momentum
of the system. Since the direction is arbitrary, the total vector linear momentum
is conserved. The rigid displacement may be a rotation, from whence it follows
that the total angular momentum vector is conserved. Even if the system inter-
acts with external forces, there may be a symmetry in the situation that leads to
a conserved canonical momentum. Suppose the system is symmetrical about a
given axis so that H is invariant under rotation about that axis. Then H obviously
cannot involve the rotation angle about the axis and the particular angle variable
must be a cyclic coordinate. It follows, as in Section 2.6, that the component of
the angular momentum about that axis is conserved.†

The considerations concerning h in Section 2.7 have already shown that if L
(and in consequence of Eq. (8.15), also H ) is not an explicit function of t , then
H is a constant of motion. This can also be seen directly from the equations of
motion (8.18) by writing the total time derivative of the Hamiltonian as

d H

dt
= ∂H

∂qi
q̇i + ∂H

∂pi
ṗi + ∂H

∂t
.

In consequence of the equations of motion (8.18), the first two sums on the right
cancel each other, and it therefore follows that

d H

dt
= ∂H

∂t
= −∂L

∂t
. (8.41)

*This conclusion also follows from the definition of Eq. (8.15), for H differs from −L only by pi q̇i ,
which does not involve qi explicitly.
†The relation between conservation laws, symmetry of the Lagrangian, (and the Hamiltonian) of the
system is called Noether’s theorem. The formal proof is given in Section 13.7.
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Thus if t doesn’t appear explicitly in L , it will also not be present in H , and H
will be constant in time.

Further, it was proved in Section 2.7 that if the equations of transformation that
define the generalized coordinates (1.38),

rm = rm(q1, . . . , qn; t),

do not depend explicitly upon the time, and if the potential is velocity indepen-
dent, then H is the total energy, T +V . The identification of H as a constant of the
motion and as the total energy are two separate matters, and the conditions suffi-
cient for the one are not enough for the other. It can happen that the Eqs. (1.38)
do involve time explicitly but that H does not. In this case, H is a constant of
the motion but it is not the total energy. As was also emphasized in Section (2.6),
the Hamiltonian is dependent both in magnitude and in functional form upon the
initial choice of generalized coordinates. For the Lagrangian, we have a specific
prescription, L = T − V , and a change of generalized coordinates within that
prescription may change the functional appearance of L but cannot alter its mag-
nitude. On the other hand, use of a different set of generalized coordinates in the
definition for the Hamiltonian, Eq. (8.15), may lead to an entirely different quan-
tity for the Hamiltonian. It may be that for one set of generalized coordinates H
is conserved, but that for another it varies in time.

To illustrate some of these points in a simple example, we may consider a
somewhat artificial one-dimensional system. Suppose a point mass m is attached
to a spring, of force constant k, the other end of which is fixed on a massless cart
that is being moved uniformly by an external device with speed v0 (cf. Fig. 8.1).
If we take as generalized coordinate the position x of the mass particle in the
stationary system, then the Lagrangian of the system is obviously

L(x, ẋ, t) = T − V = mẋ2

2
− k

2
(x − v0t)2. (8.42)

(For simplicity, the origin has been chosen so that the cart passes through it at
t = 0.) The corresponding equation of motion is clearly

mẍ = −k(x − v0t).

FIGURE 8.1 A harmonic oscillator fixed to a uniformly moving cart.
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An obvious way of solving this equation is to change the unknown to x ′(t)
defined as

x ′ = x − v0t, (8.43)

and noting that ẍ ′ = ẍ , the equation of motion becomes

mẍ ′ = −kx ′. (8.44)

From Eq. (8.43), x ′ is the displacement of the particle relative to the cart;
Eq. (8.44) says that to an observer on the cart the particle exhibits simple har-
monic motion, as would be expected on the principle of equivalence in Galilean
relativity.

Having looked at the nature of the motion, let us consider the Hamiltonian
formulation. Since x is the Cartesian coordinate of the particle, and the potential
does not involve generalized velocities, the Hamiltonian relative to x is the sum
of the kinetic and potential energies, that is, the total energy. In functional form
the Hamiltonian is given by

H(x, p, t) = T + V = p2

2m
+ k

2
(x − v0t)2. (8.45)

The Hamiltonian is the total energy of the system, but since it is explicitly a func-
tion of t , it is not conserved. Physically this is understandable; energy must flow
into and out of the “external physical device” to keep the cart moving uniformly
against the reaction of the oscillating particle.*

Suppose now we formulated the Lagrangian from the start in terms of the rel-
ative coordinate x ′. The same prescription gives the Lagrangian as

L(x ′, ẋ ′) = mẋ ′2

2
+ mẋ ′v0 +

mv2
0

2
− kx ′2

2
. (8.46)

In setting up the corresponding Hamiltonian, we note there is now a term linear
in ẋ ′, with the single component of a being mv0. The new Hamiltonian is now

H ′(x ′, p′) = (p′ − mv0)
2

2m
+ kx ′2

2
− mv2

0

2
. (8.47)

Note that the last term is a constant involving neither x ′ nor p′; it could, if we
wished, be dropped from H ′ without affecting the resultant equations of motion.
Now H ′ is not the total energy of the system, but it is conserved. Except for the
last term, it can be easily identified as the total energy of motion of the particle
relative to the moving cart. The two Hamiltonian’s are different in magnitude,

*Put another way, the moving cart constitutes a time-dependent constraint on the particle, and the
force of the constraint does do work in actual (not virtual) displacement of the system.
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FIGURE 8.2 Vibrating dumbbell under two conditions: (a) freely oscillating, and (b) os-
cillating with mass m2 kept at a constant velocity.

time dependence, and functional behavior. But the reader can easily verify that
both lead to the same motion for the particle.

Additional insight into the problem of the mass cart previously discussed can
be gained by considering a dumbbell of two masses connected by a spring of
constant k. We shall consider the case where the center of mass of the dumbbell
is in constant motion at a speed v0 along the direction determined by the spring
and allow oscillations of the masses only along this direction. This is shown in
Fig. 8.2, where cm denotes the center of mass.

The dumbbell is made to vibrate while its center of mass has an initial velocity
v0. It will continue with this velocity with uniform translational motion. This
translational motion will have no effect on the oscillations. The motion of the
center of mass and the motion relative to the center of mass separate as they
do in the Kepler problem. Once the motion is started, energy is conserved and
the Hamiltonian is the total conserved energy. The situation is different if the
mass m2 moves at the constant speed v0 since a periodic force is applied. The
center of mass and the mass m1 then oscillate relative to m2. Since a changing
external force must be applied to the system to keep m2 at the constant veloc-
ity v0, the Hamiltonian is no longer conserved, nor is the Hamiltonian the total
energy.

8.3 ROUTH’S PROCEDURE

It has been remarked that the Hamiltonian formulation is not particularly help-
ful in the direct solution of mechanical problems. Often we can solve the 2n
first-order equations only by eliminating some of the variables, for example, the
p variables, which speedily leads back to the second-order Lagrangian equa-
tions of motion. But an important exception should be noted. The Hamiltonian
procedure is especially adapted to the treatment of problems involving cyclic
coordinates.

Let us consider the situation in Lagrangian formulation when some coordinate,
say qn , is cyclic. The Lagrangian as a function of q and q̇ can then be written

L = L(q1, . . . , qn−1; q̇1, . . . , q̇n; t).
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All the generalized velocities still occur in the Lagrangian and in general will be
functions of the time. We still have to solve a problem of n degrees of freedom,
even though one degree of freedom corresponds to a cyclic coordinate. A cyclic
coordinate in the Hamiltonian formulation, on the other hand, truly deserves its
alternative description as “ignorable,” for in the same situation pn is some con-
stant α, and H has the form

H = H(q1, . . . , qn−1; p1, . . . , pn−1; α; t).

In effect, the Hamiltonian now describes a problem involving only n − 1 coordi-
nates, which may be solved completely ignoring the cyclic coordinate except as
it is manifested in the constant of integration α, to be determined from the initial
conditions. The behavior of the cyclic coordinate itself with time is then found by
integrating the equation of motion

q̇n = ∂H

∂α
.

The advantages of the Hamiltonian formulation in handling cyclic coordinates
may be combined with the Lagrangian conveniences for noncyclic coordinates by
a method devised by Routh. Essentially, we carry out a mathematical transforma-
tion from the q, q̇ basis to the q, p basis only for those coordinates that are cyclic,
obtaining their equations of motion in the Hamiltonian form, while the remain-
ing coordinates are governed by Lagrange equations. If the cyclic coordinates are
labeled qs+1, . . . , qn , then a new function R (known as the Routhian) may be
introduced, defined as

R(q1, . . . , qn; q̇1, . . . , q̇s; ps+1, . . . , pn; t) =
n∑

i=s+1

pi q̇i − L , (8.48)

which is equivalent to writing

R(q1, . . . , qn; q̇1, . . . , q̇s; ps+1, . . . , pn; t) =
Hcycl(ps+1, . . . , pn)− Lnoncycl(q1, . . . , qs; q̇1, . . . , q̇s). (8.49)

It is easy to show for the s nonignorable coordinates, the Lagrange equations

d

dt

(
∂R

∂ q̇i

)
− ∂R

∂qi
= 0, i = 1, . . . , s, (8.50)

are satisfied, while for the n−s ignorable coordinates, Hamilton’s equations apply
as

∂R

∂qi
= − ṗi = 0, and

∂R

∂pi
= q̇i , i = s + 1, . . . , n. (8.51)

A simple, almost trivial, example may clarify Routh’s procedure and the
physical significance of the quantities involved. Consider the Kepler problem



“M08 Goldstein ISBN C08” — 2011/2/15 — page 349 — #16

8.4 The Hamiltonian Formulation of Relativistic Mechanics 349

investigated in Section 3.7, that of a single particle moving in a plane under
the influence of the inverse-square central force f (r) derived from the potential
V (r) = −k/rn . The Lagrangian is then

L = m

2
(ṙ2 + r2θ̇2)+ k

rn
.

As noted before, the ignorable coordinate is θ , and if the constant conjugate
momentum is denoted by pθ , the corresponding Routhian (8.49) is

R(r, ṙ , pθ ) =
p2
θ

2mr2
− 1

2
mṙ2 − k

rn
.

Physically we see that the Routhian is the equivalent one-dimensional potential
V ′(r) minus the kinetic energy of radial motion.

Applying the Lagrange equation (8.50) to the noncyclic radial coordinate r ,
we obtain the equation of motion (3.11)

r̈ − p2
θ

mr3
+ nk

rn+1
= 0. (8.52)

Applying Hamilton’s equation (8.51) to the cyclic variable θ , we obtain the pair
of equations

ṗθ = 0 and
pθ

mr2
= θ̇ , (8.53)

whose solution is the same as Eq. (3.8),

pθ = mr2θ̇ = l = constant.

Typically, Routh’s procedure does not add to the physics of the analysis pre-
sented earlier in Chapter 3, but it makes the analysis more automatic. In compli-
cated problems with many degrees of freedom, this feature can be a considerable
advantage. it is not surprising therefore that Routh’s procedure finds its greatest
usefulness in the direct solution of problems relating to engineering applications.
But as a fundamental entity, the Routhian is a sterile hybrid, combining some of
the features of both the Lagrangian and the Hamiltonian pictures. For the devel-
opment of various formalisms of classical mechanics, the complete Hamiltonian
formulation is more fruitful.

8.4 THE HAMILTONIAN FORMULATION OF RELATIVISTIC MECHANICS

As with the Lagrangian picture in special relativity, two attitudes can be taken
to the Hamiltonian formulation of relativistic mechanics. The first makes no
pretense at a covariant description but instead works in some specific Lorentz
or inertial frame. Time as measured in the particular Lorentz frame is then not
treated on a common basis with other coordinates but serves, as in nonrelativistic
mechanics, as a parameter describing the evolution of the system. Nonetheless,
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if the Lagrangian that leads to the Hamiltonian is itself based on a relativistically
invariant physical theory (for example, Maxwell’s equations and the Lorentz
force), then the resultant Hamiltonian picture will be relativistically correct. The
second approach of course attempts a fully covariant description of the Hamil-
tonian picture, but the difficulties that plagued the corresponding Lagrangian
approach (cf. Section 7.9) are even fiercer here. We shall consider the noncovari-
ant method first.

For a single-particle Lagrangian of the form of Eq. (7.136),

L = −mc2
√

1 − β2 − V,

we have already shown that the Hamiltonian (in the guise of the energy function
h) is the total energy of the system:

H = T + V .

The energy T can be expressed in terms of the canonical momenta pi (Eq. 7.139)
through Eq. (7.38):*

T 2 = p2c2 + m2c4,

so that a suitable form for the Hamiltonian is

H =
√

p2c2 + m2c4 + V . (8.54)

When the system consists of a single particle moving in an electromagnetic
field, the Lagrangian has been given as (cf. Eq. (7.141))

L = −mc2
√

1 − β2 + qA ? v − qφ.

The term in L linear in the velocities does not appear explicitly in the Hamiltonian
(cf. Eq. (8.54)), as we have seen, whereas the first term leads to the appearance of
T in the Hamiltonian. Thus, the Hamiltonian is again the total particle energy:

H = T + qφ. (8.55)

For this system, the canonical momenta conjugate to the Cartesian coordinates of
the particle are defined by (cf. Eq. (7.142))

pi = mui + q Ai ,

so that the relation between T and pi is given by Eq. (7.168), and the Hamiltonian
has the final form

H =
√
(p − qA)2c2 + m2c4 + qφ. (8.56)

*In this section we use T for the motion energy (pc) plus the rest energy (mc2) to avoid confusing it
with the total energy T + V .
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It should be emphasized again that p here is the vector of the canonical momenta
conjugate to the Cartesian position coordinates of the particle. We may also note
that (H − qφ)/c is the zeroth component of the 4-vector

muν + q Aν

(cf. Eqs. (7.27), (7.38′), and (7.166)). While the Hamiltonian (8.56) is not ex-
pressed in covariant fashion, it does have a definite transformation behavior under
a Lorentz transformation as being, in some Lorentz form, the zeroth component
of a 4-vector.

In a covariant approach to the Hamiltonian formulation, time must be treated in
the same fashion as the space coordinates; that is, time must be taken as one of the
canonical coordinates having an associated conjugate momentum. The founda-
tions of such an extension of the dimensionality of phase space can in fact be con-
structed even in nonrelativistic mechanics. Following the pattern of Section 7.10,
the progress of the system point along its trajectory in phase space can be marked
by some parameter θ , and t “released,” so to speak, to serve as an additional
coordinate. If derivatives with respect to θ are denoted by a superscript prime, the
Lagrangian in the (q1, . . . , qn; t) configuration space is (cf. Eq. (7.159))

	(q, q ′, t, t ′) = t ′L
(

q,
q ′

t ′
, t

)
. (8.57)

The momentum conjugate to t is then

pt = ∂	

∂t ′
= L + t ′

∂L

∂t ′
.

If we make explicit use of the connection q̇ = q ′/t ′, this relation becomes

pt = L − q ′
i

t ′
∂L

∂ q̇i
= L − q̇i

∂L

∂ q̇i
= −H. (8.58)

The momentum conjugate to the time “coordinate” is therefore the negative of the
ordinary Hamiltonian.* While the framework of this derivation is completely non-
relativistic, the result is consistent with the identification of the time component of
the 4-vector momentum with E/c. As can be seen from the definition, Eq. (8.2),
if q is multiplied by a constant α, then the conjugate momentum is divided by α.
Hence, the canonical momentum conjugate to ct is H/c.

Thus, there seems to be a natural route available for constructing a relativis-
tically covariant Hamiltonian. But the route turns out to be mined with booby
traps. It will be recalled that the covariant Lagrangian used to start the process,
Eq. (7.159) or Eq. (8.57), is homogeneous in first degree in the generalized

*The remaining momenta are unchanged by the shift from t to θ , as can be seen by evaluating the
corresponding derivative:

∂	

∂q ′i
= t ′ ∂L

∂q ′i
= t ′

(
∂L

∂ q̇

1

t ′
)
= pi .
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velocities q ′, and for such a Lagrangian the recipe described above for construct-
ing the Hamiltonian formulation breaks down irreparably. If L is of type L1, the
corresponding Hamiltonian, call it Hc(q, t, p, pt ), is identically zero!

Fortunately, there does not seem to be any compelling reason why the covari-
ant Lagrangian has to be homogeneous in the first degree, at least for classical
relativistic mechanics. It has already been seen that for a single free particle the
covariant Lagrangian

	(xμ, uμ) = 1
2 muμuμ

leads to the correct equations of motion. Of course the four-velocity components,
uμ, are still not all independent, but the constraint can be treated as a “weak con-
dition” to be imposed only after all the differentiations have been carried through.
There is now no difficulty in obtaining a Hamiltonian from this Lagrangian, by
the same route as in nonrelativistic mechanics; the result is clearly

Hc = pμ pμ

2m
. (8.59)

For a single particle in an electromagnetic field, a covariant Lagrangian has been
found previously: (cf. Eq. (7.165))*

	(xμ, uμ) = 1
2 muμuμ + quμAμ(xλ), (7.147)

with the canonical momenta (cf. Eq. (7.167)),

pμ = muμ + q Aμ. (7.149)

In the corresponding Hamiltonian, the term linear in uμ does not appear
explicitly in the Hamiltonian, and the remaining L2 part in terms of the canonical
momenta is

H′
c =

(
pμ − q Aμ

)
(pμ − q Aμ)

2m
. (8.60)

Both Hamiltonians, Eqs. (8.59) and (8.60), are constant, with the same value,
−mc2/2, but to obtain the equations of motion it is the functional dependence on
the 4-vectors of position and momenta that is important. With a system of one
particle, the covariant Hamiltonian leads to eight first-order equations of motion

dxμ

dτ
= ∂H′

cgμν

∂pν
,

dpμ

dτ
= −∂Hcgμν

∂xν
. (8.61)

We know that these equations cannot be all independent. The space parts of
Eqs. (8.61) obviously lead to the spatial equations of motion. We should expect

*The Legendre transformation process is reversible: Given a Hamiltonian we can obtain the corre-
sponding Lagrangian (cf. Derivation 1). But the difficulties also arise in either direction. If a given
Hamiltonian is postulated to be homogeneous in first degree in the momenta, then it is not possible to
find an equivalent Lagrangian.
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therefore that the remaining two equations tell us nothing new, exactly as in the
Lagrangian case. This can be verified by examining the ν = 0 equations in some
particular Lorentz frame. One of them is the constitutive equation for p0:

u0 = ∂H′
c

∂p0
= 1

m

(
p0 − q A0

)
or

p0 = 1

c
(T + qφ) = H′

c

c
, (8.62)

a general conclusion that has been noted before. The other can be written as

1√
1 − β2

dp0

dt
= −1

c

∂Hc

∂t

or

d H

dt
=
√

1 − β2 ∂Hc

∂t
. (8.63)

As with the covariant Lagrangian formulation, we have the problem of find-
ing suitable covariant potential terms in the Lagrangian to describe the forces
other than electromagnetic. In multiparticle systems we are confronted in full
measure with the critical difficulties of including interactions other than with
fields. In Hamiltonian language, the “no-interaction” theorem already referred
to in Section 7.10 says that only in the absence of direct particle interactions can
Lorentz invariant systems be described in terms of the usual position coordinates
and corresponding canonical momenta. The scope of the relativistic Hamiltonian
framework is therefore quite limited and so for the most part we shall confine
ourselves to nonrelativistic mechanics.

8.5 DERIVATION OF HAMILTON’S EQUATIONS
FROM A VARIATIONAL PRINCIPLE

Lagrange’s equations have been shown to be the consequence of a variational
principle, namely, the Hamilton’s principle of Section 2.1. Indeed, the variational
method is often the preferable one for deriving Lagrange’s equations, for it is
applicable to types of systems not usually included within the scope of mechanics.
It would be similarly advantageous if a variational principle could be found that
leads directly to the Hamilton’s equations of motion. Hamilton’s principle,

δ I ≡ δ

∫ t2

t1
L dt = 0, (8.64)

lends itself to this purpose, but as formulated originally it refers to paths in con-
figuration space. The first modification therefore is that the integral must be eval-
uated over the trajectory of the system point in phase space, and the varied paths
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must be in the neighborhood of this phase space trajectory. In the spirit of the
Hamiltonian formulation, both q and p must be treated as independent coordi-
nates of phase space, to be varied independently. To this end the integrand in the
action integral, Eq. (8.64), must be expressed as a function of both q and p, and
their time derivatives, through Eq. (8.15). Equation (8.64) then appears as

δ I = δ

∫ t2

t1

(
pi q̇i − H(q, p, t)

)
dt = 0. (8.65)

As a variational principle in phase space, Eq. (8.65) is sometimes referred to as
the modified Hamilton’s principle. Although it will be used most frequently in
connection with transformation theory (see Chapter 9), the main interest in it here
is to show that the principle leads to Hamilton’s canonical equations of motion.

The modified Hamilton’s principle is exactly of the form of the variational
problem in a space of 2n dimensions considered in Section 2.3 (cf. Eq. (2.14)):

δ I = δ

∫ t2

t1
f (q, q̇, p, ṗ, t) dt = 0, (8.66)

for which the 2n Euler–Lagrange equations are

d

dt

(
∂ f

∂q̇ j

)
− ∂ f

∂q j
= 0 j = 1, . . . , n (8.67)

d

dt

(
∂ f

∂ ṗ j

)
− ∂ f

∂p j
= 0 j = 1, . . . , n. (8.68)

The integrand f as given in Eq. (8.65) contains q̇ j only through the pi q̇i term,
and q j only in H . Hence, Eqs. (8.67) lead to

ṗ j + ∂H

∂q j
= 0. (8.69)

On the other hand, there is no explicit dependence of the integrand in Eq. (8.65)
on ṗ j . Equations (8.68) therefore reduce simply to

q̇ j − ∂H

∂p j
= 0. (8.70)

Equations (8.69) and (8.70) are exactly Hamilton’s equations of motion, Eqs.
(8.18). The Euler–Lagrange equations of the modified Hamilton’s principle are
thus the desired canonical equations of motion.

This derivation of Hamilton’s equations from the variational principle is so
brief as to give the appearance of a sleight-of-hand trick. One wonders whether
something extra has been sneaked in while we were being misdirected by the
magician’s patter. Is the modified Hamilton’s principle equivalent to Hamilton’s
principle, or does it contain some additional physics? The question is largely
irrelevant; the primary justification for the modified Hamilton’s principle is that
it leads to the canonical equations of motion in phase space. After all, no further
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argument was given for the validity of Hamilton’s principle than that it corre-
sponded to the Lagrangian equations of motion. So long as Hamiltonian can be
constructed, the Legendre transformation procedure shows that the Lagrangian
and Hamiltonian formulations, and therefore their respective variational princi-
ples, have the same physical content.

One question that can be raised however is whether the derivation puts limita-
tions on the variation of the trajectory that are not present in Hamilton’s principle.
The variational principle leading to the Euler–Lagrange equations is formulated,
as in Section 2.2, such that the variations of the independent variables vanish at
the end points. In phase space, that would require δqi = 0 and δpi = 0 at the
end points, whereas Hamilton’s principle requires only the vanishing of δqi under
the same circumstances. A look at the derivation as spelled out in Section 2.2
will show however that the variation is required to be zero at the end points only
in order to get rid of the integrated terms arising from the variations in the time
derivatives of the independent variables. While the f function in Eq. (8.66) that
corresponds to the modified Hamilton’s principle, Eq. (8.65), is indeed a func-
tion of q̇ j , there is no explicit appearance of ṗ j . Equations (8.68) and therefore
(8.70) follow from Eq. (8.65) without stipulating the variations of p j at the end
points. The modified Hamilton’s principle, with the integrand L defined in terms
of the Hamiltonian by Eq. (8.19), leads to Hamilton’s equations under the same
variation conditions as those in Hamilton’s principle.*

Nonetheless, there are advantages to requiring that the varied paths in the mod-
ified Hamilton’s principle return to the same end points in both q and p, for we
then have a more generalized condition for Hamilton’s equations of motion. As
with Hamilton’s principle, if there is no variation at the end points we can add a
total time derivative of any arbitrary (twice-differentiable) function F(q, p, t) to
the integrand without affecting the validity of the variational principle. Suppose,
for example, we subtract from the integrand of Eq. (8.65) the quantity

d

dt
(qi pi ).

The modified Hamilton’s principle would then read

δ

∫ t2

t1
(− ṗi qi − H(q, p, t)) dt = 0. (8.71)

Here the f integrand of Eq. (8.66) is a function of ṗ, and it is easily verified that
the Euler–Lagrange equations (8.67) and (8.68) with this f again correspond to
Hamilton’s equations of motion, Eqs. (8.18). Yet the integrand in Eq. (8.71) is
not the Lagrangian nor can it in general be simply related to the Lagrangian by a

*It may be objected that q and p cannot be varied independently, because the defining Eqs. (8.2) link
p with q and q̇. We could not then have a variation of q (and q̇) without a corresponding variation of
p. But this entire objection is completely at variance with the intent and the spirit of the Hamiltonian
picture. Once the Hamiltonian formulation has been set up, Eqs. (8.2) form no part of it. The momenta
have been elevated to the status of independent variables, on an equal basis with the coordinates and
connected with them and the time only through the medium of the equations of motion themselves and
not by any a priori defining relationship.
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point transformation in configuration space. By restricting the variation of both q
and p to be zero at the end points, the modified Hamilton’s principle provides an
independent and general way of setting up Hamilton’s equations of motion with-
out a prior Lagrangian formulation. If you will, it does away with the necessity
of a linkage between the Hamiltonian canonical variables and a corresponding
Lagrangian set of generalized coordinates and velocities. This will be very impor-
tant to us in the next chapter where we examine transformations of phase space
variables that preserve the Hamiltonian form of the equations of motion.

The requirement of independent variation of q and p, so essential for the above
derivation, highlights the fundamental difference between the Lagrangian and
Hamiltonian formulations. Neither the coordinates qi nor the momenta pi are
to be considered there as the more fundamental set of variables; both are equally
independent. Only by broadening the field of independent variables from n to 2n
quantities are we enabled to obtain equations of motion that are of first order. In
a sense, the names “coordinates” and “momenta” are unfortunate, for they bring
to mind pictures of spatial coordinates and linear, or at most, angular momenta. A
wider meaning must now be given to the terms. The division into coordinates and
momenta corresponds to no more than a separation of the independent variables
describing the motion into two groups having an almost symmetrical relationship
to each other through Hamilton’s equations.

8.6 THE PRINCIPLE OF LEAST ACTION

Another variational principle associated with the Hamiltonian formulation is
known as the principle of least action. It involves a new type of variation, which
we shall call the 
-variation, requiring detailed explanation. In the δ-variation
process used in the discussion of Hamilton’s principle in Chapter 2, the varied
path in configuration space always terminated at end points representing the
system configuration at the same time t1 and t2 as the correct path. To obtain
Lagrange’s equations of motion, we also required that the varied path return to
the same end points in configuration space, that is, δqi (t1) = δqi (t2) = 0. The

-variation is less constrained; in general, the varied path over which an integral
is evaluated may end at different times than the correct path, and there may be
a variation in the coordinates at the end points. We can however use the same
parameterization of the varied path as in the δ-variation. In the notation of Sec-
tion 2.3, a family of possible varied paths is defined by functions (cf. Eq. (2.15))

qi (t, α) = qi (t, 0)+ αηi (t), (8.72)

where α is an infinitesimal parameter that goes to zero for the correct path. Here
the functions ηi do not necessarily have to vanish at the end points, either the orig-
inal or the varied. All that is required is that they be continuous and differentiable.
Figure 8.3 illustrates the correct and varied path for a
-variation in configuration
space.
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FIGURE 8.3 The 
-variation in configuration space.

Let us evaluate the 
-variation of the action integral:




∫ t2

t1
L dt ≡

∫ t2+
t2

t1+
t1
L(α) dt −

∫ t2

t1
L(0) dt, (8.73)

where L(α) means the integral is evaluated along the varied path and L(0) corre-
spondingly refers to the actual path of motion. The variation is clearly composed
of two parts. One arises from the change in the limits of the integral; to first-order
infinitesimals, this part is simply the integrand on the actual path times the differ-
ence in the limits in time. The second part is caused by the change in the integrand
on the varied path, but now between the same time limits as the original integral.
We may therefore write the 
-variation of the action integral as




∫ t2

t1
L dt = L(t2)
t2 − L(t1)
t1 +

∫ t2

t1
δL dt. (8.74)

Here the variation in the second integral can be carried out through a parame-
terization of the varied path, exactly as for Hamilton’s principle except that the
variation in qi does not vanish at the end points. The end point terms arising
in the integration by parts must be retained, and the integral term on the right
appears as

∫ t2

t1
δL dt =

∫ t2

t1

[
∂L

∂qi
− d

dt

(
∂L

∂q̇i

)]
δqi dt + ∂L

∂q̇i
δqi

∣∣∣∣
2

1
.

By Lagrange’s equations the quantities in the square brackets vanish, and the

-variation therefore takes the form




∫ t2

t1
L dt = (L
t + piδqi )

∣∣2
1. (8.75)
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In Eq. (8.75), δqi refers to the variation in qi at the original end point times t1 and
t2. We would like to express the 
-variation in terms of the change 
qi between
qi at the end points of the actual path and qi at the end points of the varied path,
including the change in end point times. It is clear from Fig. 8.3 that these two
variations are connected by the relation*


qi = δqi + q̇i
t. (8.76)

Hence, Eq. (8.75) can be rewritten as




∫ t2

t1
L dt = (L
t − pi q̇i
t + pi
qi )

∣∣2
1

or




∫ t2

t1
L dt = (pi
qi − H 
t)

∣∣2
1. (8.77)

To obtain the principle of least action, we restrict our further considerations by
three important qualifications:

1. Only systems are considered for which L , and therefore H , are not explicit
functions of time, and in consequence H is conserved.

2. The variation is such that H is conserved on the varied path as well as on
the actual path.

3. The varied paths are further limited by requiring that 
qi vanish at the end
points (but not 
t).

The nature of the resultant variation may be illustrated by noting that the varied
path satisfying these conditions might very well describe the same curve in con-
figuration space as the actual path. The difference will be the speed with which
the system point traverses this curve; that is, the functions qi (t) will be altered in
the varied path. In order then to preserve the same value of the Hamiltonian at all
points on the varied path, the times of the end points must be changed. With these
three qualifications satisfied, the 
-variation of the action integral, Eq. (8.77),
reduces to




∫ t2

t1
L dt = −H(
t2 −
t1). (8.78)

*Equation (8.76) may be derived formally from the parameter form, Eq. (8.72), of the varied path.
Thus, at the upper end point we have


qi (2) = qi (t2 +
t2, α)− qi (t2, 0) = qi (t2 +
t2, 0)− qi (t2, 0)+ αηi (t +
t2),

which to first order in small quantities α and 
t2 is


qi (2) = q̇i (2)
t2 + δqi (2),

which is what Eq. (8.76) predicts.



“M08 Goldstein ISBN C08” — 2011/2/15 — page 359 — #26

8.6 The Principle of Least Action 359

But under the same conditions, the action integral itself becomes∫ t2

t1
L dt =

∫ t2

t1
pi q̇i dt − H(t2 − t1),

the 
-variation of which is




∫ t2

t1
L dt = 


∫ t2

t1
pi q̇i dt − H(
t2 −
t1). (8.79)

Comparison of Eqs. (8.78) and (8.79) finally gives the principle of least action:*




∫ t2

t1
pi q̇i dt = 0. (8.80)

By way of caution, note that the modified Hamilton’s principle can be written
in a form with a superficial resemblance to Eq. (8.80). If the trajectory of the sys-
tem point is described by a parameter θ , as in Sections 7.10 and 8.4, the modified
Hamilton’s principle appears as

δ

∫ θ2

θ1

(pi q̇i − H)t ′ dθ = 0. (8.81)

It will be recalled (cf. footnote on p. 351) that the momenta pi do not change
under the shift from t to θ , and that q̇i t ′ = q ′

i . Further, the momentum conjugate
to t is −H . Hence, Eq. (8.81) can be rewritten as

δ

∫ θ2

θ1

n+1∑
i=1

pi q
′
i dθ = 0, (8.82)

where t has been denoted by qn+1. There should however be no confusion
between Eq. (8.82) and the principle of least action. Equations (8.82) involve
phase space of (2n + 2) dimensions, as is indicated by the explicit summation
to i = n + 1, whereas Eq. (8.80) is in the usual configuration space. But most
important, the principle of least action is in terms of a
-variation for constant H ,
while Eq. (8.82) employs the δ-variation, and H in principle could be a function
of time. Equation (8.82) is nothing more than the modified Hamilton’s princi-
ple, and the absence of a Hamiltonian merely reflects the phenomenon that the
Hamiltonian vanishes identically for the “homogeneous problem.”

The least action principle itself can be exhibited in a variety of forms. In non-
relativistic mechanics, if the defining equations for the generalized coordinates do
not involve the time explicitly, then the kinetic energy is a quadratic function of
the q̇i ’s (cf. Eq. (1.71)):

T = 1
2 M jk(q)q̇ j q̇k . (8.83)

*The integral in Eq. (8.80) is usually referred to in the older literature as the action, or action integral,
and the first edition of this book followed the same practice. It is now customary to refer to the integral
in Hamilton’s principle as the action, and we have accepted this usage here. Sometimes the integral in
Eq. (8.80) is designated as the abbreviated action.
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When in addition the potential is not velocity dependent, the canonical momenta
are derived from T only, and in consequence

pi q̇i = 2T .

The principle of least action for such systems can therefore be written as




∫ t2

t1
T dt = 0. (8.84)

If, further, there are no external forces on the system, as, for example, a rigid body
with no net applied forces, then T is conserved along with the total energy H . The
least action principle then takes the special form


(t2 − t1) = 0. (8.85)

Equation (8.85) states that of all paths possible between two points, consistent
with conservation of energy, the system moves along that particular path for which
the time of transit is the least (more strictly, an extremum). In this form the princi-
ple of least action recalls Fermat’s principle in geometrical optics that a light ray
travels between two points along such a path that the time taken is the least. We
discussed these considerations in Section 10–8 of the Second Edition when we
considered the connection between the Hamiltonian formulation and geometrical
optics.

In Section 7.4 we discussed the infinitesimal interval in a metric space giving
the interval as

ds2 = gμvdxμdxv (7.32′)

where gμv was the metric of a possibly curvilinear space and ds2 was the interval
traversed for displacements given by dxμ. We can do something entirely similar
here whenever T is of the form of Eq. (8.83). A configuration space is therefore
constructed for which the M jk coefficients form the metric tensor. In general, the
space will be curvilinear and nonorthogonal. The element of path length in the
space is then defined by (cf. Eq. (7.33′))

(dρ)2 = M jk dq j dqk (8.86)

so that the kinetic energy has the form

T = 1

2

(
dρ

dt

)2

, (8.87)

or equivalently

dt = dρ√
2T
. (8.88)
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Equation (8.88) enables us to change the variable in the abbreviated action
integral from t to ρ, and the principle of least action becomes




∫ t2

t1
T dt = 0 = 


∫ ρ2

ρ1

√
T/2 dρ,

or, finally




∫ ρ2

ρ1

√
H − V (q) dρ = 0. (8.89)

Equation (8.89) is often called Jacobi’s form of the least action principle. It now
refers to the path of the system point in a special curvilinear configuration space
characterized by a metric tensor with elements M jk . The system point traverses
the path in this configuration space with a speed given by

√
2T . If there are no

forces acting on the body, T is constant, and Jacobi’s principle says the system
point travels along the shortest path length in the configuration space. Equiva-
lently stated, the motion of the system is then such that the system point travels
along the geodesics of the configuration space.

Note that the Jacobi form of the principle of least action is concerned with the
path of the system point rather than with its motion in time. Equation (8.89) is a
statement about the element of path length dρ; the time nowhere appears, since
H is a constant and V depends upon qi only. Indeed, it is possible to use the
Jacobi form of the principle to furnish the differential equations for the path, by a
procedure somewhat akin to that leading to Lagrange’s equations. In the form of
Fermat’s principle, the Jacobi version of the principle of least action finds many
fruitful applications in geometrical optics and in electron optics. To go into any
detail here would lead us too far afield.

A host of other similar, variational principles for classical mechanics can be
derived in bewildering variety. To give one example out of many, the principle
of least action leads immediately to Hertz’s principle of least curvature, which
states that a particle not under the influence of external forces travels along the
path of least curvature. By Jacobi’s principle such a path must be a geodesic,
and the geometrical property of minimum curvature is one of the well-known
characteristics of a geodesic. It has been pointed out that variational principles in
themselves contain no new physical content, and they rarely simplify the practical
solution of a given mechanical problem. Their value lies chiefly as starting points
for new formulations of the theoretical structure of classical mechanics. For this
purpose, Hamilton’s principle is especially fruitful, and to a lesser extent, so also
is the principle of least action.

DERIVATIONS

1. (a) Reverse the Legendre transformation to derive the properties of L(qi , q̇i , t) from
H(qi , pi , t), treating the q̇i as independent quantities, and show that it leads to
the Lagrangian equations of motion.
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(b) By the same procedure find the equations of motion in terms of the function

L ′(p, ṗ, t) = − ṗi qi − H(q, p, t).

2. It has been previously noted that the total time derivative of a function of qi and t
can be added to the Lagrangian without changing the equations of motion. What does
such an addition do to the canonical momenta and the Hamiltonian? Show that the
equations of motion in terms of the new Hamiltonian reduce to the original Hamilton’s
equations of motion.

3. A Hamiltonian-like formulation can be set up in which q̇i and ṗi are the independent
variables with a “Hamiltonian” G(q̇i , ṗi , t). [Here pi is defined in terms of qi , q̇i in
the usual manner.] Starting from the Lagrangian formulation, show in detail how to
construct G(q̇i , ṗi , t), and derive the corresponding “Hamilton’s equation of motion.”

4. Show that if λi are the eigenvalues of a square matrix, then if the reciprocal matrix
exists it has the eigenvalues λ−1

i .

5. Verify that the matrix J has the properties given in Eqs. (8.38c) and (8.38e) and that
its determinant has the value +1.

6. Show that Hamilton’s principle can be written as

δ

∫ 2

1
[2H(h, t)+ hJḣ] dt = 0.

7. Verify that both Hamiltonians, Eq. (8.45) and Eq. (8.47), lead to the same motion as
described by Eq. (8.44).

8. Show that the modified Hamilton’s principle, in the form of Eq. (8.71), leads to Hamil-
ton’s equations of motion.

9. If the canonical variables are not all independent, but are connected by auxiliary con-
ditions of the form

ψk(qi , pi , t) = 0,

show that the canonical equations of motion can be written

∂H

∂pi
+
∑

k

λk
∂ψk

∂pi
= q̇i ,

∂H

∂qi
+
∑

k

λk
∂ψk

∂qi
= − ṗi ,

where the λk are the undetermined Lagrange multipliers. The formulation of the
Hamiltonian equations in which t is a canonical variable is a case in point, since a
relation exists between pn+1 and the other canonical variables:

H(q1, . . . , qn+1; p1, . . . , pn)+ pn+1 = 0.

Show that as a result of these circumstances the 2n + 2 Hamilton’s equations of this
formulation can be reduced to the 2n ordinary Hamilton’s equations plus Eq. (8.41)
and the relation

λ = dt

dθ
.

Note that while these results are reminiscent of the relativistic covariant Hamiltonian
formulation, they have been arrived at entirely within the framework of nonrelativistic
mechanics.
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10. Assume that the Lagrangian is a polynomial in q̇ of no higher order than quadratic.
Convert the 2n equations (8.2) and (8.14)

pi =
∂L

∂ q̇i
, ṗi =

∂L

∂qi
,

into 2n equations for q̇i and ṗi in terms of q and p, using the matrix form of the
Lagrangian. Show that these are the same equations as would be obtained from
Hamilton’s equations of motion.

EXERCISES

11. A particle is confined to a one-dimensional box. The ends of the box move slowly
towards the middle. By slowly we mean the speed of the ends is small when compared
to the speed of the particle. Solve the following using Lagrangian formulation and then
using the Hamiltonian.

(a) if the momentum of the particle is p0 when the walls are a distance x0 apart, find
the momentum of the particle at any later time assuming the collisions with the
wall are perfectly elastic. Also assume the motion is nonrelativistic at all times.

(b) When the walls are a distance x apart, what average external force must be applied
to each wall in order to move it at a constant speed?

12. Write the problem of central force motion of two mass points in Hamiltonian formu-
lation, eliminating the cyclic variables, and reducing the problem to quadratures.

13. Formulate the double-pendulum problem illustrated by Fig. 1.4, in terms of the
Hamiltonian and Hamilton’s equations of motion. It is suggested that you find the
Hamiltonian both directly from L and by Eq. (8.27).

14. The Lagrangian for a system can be written as

L = aẋ2 + b
ẏ

x
+ cẋ ẏ + f y2 ẋ ż + gẏ2 − k

√
x2 + y2,

where a, b, c, f , g, and k are constants. What is the Hamiltonian? What quantities are
conserved?

15. A dynamical system has the Lagrangian

L = q̇2
1 + q̇2

2

a + bq2
1

+ k1q2
1 + k2q̇1q̇2,

where a, b, k1, and k2 are constants. Find the equations of motion in the Hamiltonian
formulation.

16. A Hamiltonian of one degree of freedom has the form

H = p2

2α
− bqpe−αt + ba

2
q2e−αt (α + be−αt )+ kq2

2
,

where a, b, α, and k are constants.

(a) Find a Lagrangian corresponding to this Hamiltonian.

(b) Find an equivalent Lagrangian that is not explicitly dependent on time.
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(c) What is the Hamiltonian corresponding to this second Lagrangian, and what is
the relationship between the two Hamiltonians?

17. Find the Hamiltonian for the system described in Exercise 19 of Chapter 5 and obtain
Hamilton’s equations of motion for the system. Use both the direct and the matrix
approach in finding the Hamiltonian.

18. Repeat the preceding exercise except this time allow the pendulum to move in three
dimensions, that is, a spring-loaded spherical pendulum. Either the direct or the matrix
approach may be used.

19. The point of suspension of a simple pendulum of length l and mass m is constrained to
move on a parabola z = ax2 in the vertical plane. Derive a Hamiltonian governing the
motion of the pendulum and its point of suspension. Obtain the Hamilton’s equations
of motion.

20. Obtain Hamilton’s equations of motion for a plane pendulum of length l with mass
point m whose radius of suspension rotates uniformly on the circumference of a verti-
cal circle of radius a. Describe physically the nature of the canonical momentum and
the Hamiltonian.

21. (a) The point of suspension of a plane simple pendulum of mass m and length l is
constrained to move along a horizontal track and is connected to a point on the
circumference of a uniform flywheel of mass M and radius a through a mass-
less connecting rod also of length a, as shown in the figure. The flywheel rotates
about a center fixed on the track. Find a Hamiltonian for the combined system and
determine Hamilton’s equations of motion.

(b) Suppose the point of suspension were moved along the track according to some
function of time x = f (t), where x reverses at x = ±2a (relative to the center of
the fly wheel). Again, find a Hamiltonian and Hamilton’s equations of motion.

22. For the arrangement described in Exercise 21 of Chapter 2, find the Hamiltonian of
the system, first in terms of coordinates in the laboratory system and then in terms
of coordinates in the rotating systems. What are the conservation properties of the
Hamiltonians, and how are they related to the energy of the system?
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23. (a) A particle of mass m and electric charge e moves in a plane under the influence
of a central force potential V (r) and a constant uniform magnetic field B, perpen-
dicular to the plane, generated by a static vector potential

A = 1
2 B3 r.

Find the Hamiltonian using coordinates in the observer’s inertial system.

(b) Repeat part (a) using coordinates rotating relative to the previous coordinate sys-
tem about an axis perpendicular to the plane with an angular rate of rotation:

ω = − eB

2m
.

24. A uniform cylinder of radius a and density ρ is mounted so as to rotate freely around
a vertical axis. On the outside of the cylinder is a rigidly fixed uniform spiral or helical
track along which a mass point m can slide without friction. Suppose a particle starts
at rest at the top of the cylinder and slides down under the influence of gravity. Using
any set of coordinates, arrive at a Hamiltonian for the combined system of particle
and cylinder, and solve for the motion of the system.

25. Suppose that in the previous exercise the cylinder is constrained to rotate uniformly
with angular frequency ω. Set up the Hamiltonian for the particle in an inertial system
of coordinates and also in a system fixed in the rotating cylinder. Identify the physical
nature of the Hamiltonian in each case and indicate whether or not the Hamiltonians
are conserved.

26. A particle of mass m can move in one dimension under the influence of two springs
connected to fixed points a distance a apart (see figure). The springs obey Hooke’s
law and have zero unstretched lengths and force constants k1 and k2, respectively.

(a) Using the position of the particle from one fixed point as the generalized co-
ordinate, find the Lagrangian and the corresponding Hamiltonian. Is the energy
conserved? Is the Hamiltonian conserved?

(b) Introduce a new coordinate Q defined by

Q = q − b sinωt, b = k2a

k1 + k2
.
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What is the Lagrangian in terms of Q? What is the corresponding Hamiltonian?
Is the energy conserved? Is the Hamiltonian conserved?

27. (a) The Lagrangian for a system of one degree of freedom can be written as

L = m

2
(q̇2 sin2 ωt + q̇qω sin 2ωt + q2ω2).

What is the corresponding Hamiltonian? Is it conserved?

(b) Introduce a new coordinate defined by

Q = q sinωt.

Find the Lagrangian in terms of the new coordinate and the corresponding
Hamiltonian. Is H conserved?

28. Consider a system of particles interacting with each other through potentials depend-
ing only on the scalar distances between them and acted upon by conservative central
forces from a fixed point. Obtain the Hamiltonian of the particle with respect to a
set of axes, with origin at the center of force, which is rotating around some axis in
an inertial system with angular velocity ω. What is the physical significance of the
Hamiltonian in this case? Is it a constant of the motion?

29. Obtain the Hamiltonian of a heavy symmetrical top with one point fixed, and from it
the Hamilton’s equations of motion. Relate these to the equations of motion discussed
in Section 5.7 and, in particular, show how the solution may be reduced to quadratures.
Also use the Routhian procedure to eliminate the cyclic coordinates.

30. In Exercise 16 of Chapter 1, there is given the velocity-dependent potential assumed in
Weber’s electrodynamics. What is the Hamiltonian for a single particle moving under
the influence of such a potential?

31. Treat the nutation of a “fast” top as an example of small oscillations about steady
motion, here precession at constant θ . Find the frequency of nutation.

32. A symmetrical top is mounted so that it pivots about its center of mass. The pivot in
turn is fixed a distance r from the center of a horizontal disk free to rotate about a
vertical axis. The top is started with an initial rotation about its figure axis, which is
initially at an angle θ0 to the vertical. Analyze the possible nutation of the top as a
case of small oscillations about steady motion.

33. Two mass points, m1 and m2, are connected by a string that acts as a Hooke’s-law
spring with force constant k. One particle is free to move without friction on a smooth
horizontal plane surface, the other hangs vertically down from the string through a
hole in the surface. Find the condition for steady motion in which the mass point on
the plane rotates uniformly at constant distance from the hole. Investigate the small
oscillations in the radial distance from the hole, and in the vertical height of the second
particle.

34. A possible covariant Lagrangian for a system of one particle interacting with a field is

	 = 1
2 muλuλ + Dλν(xμ)mλν,

where Dxν(xμ) is an antisymmetric field tensor and mλν is the antisymmetric angular
momentum tensor,
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mλν = m(xλuν − xνuλ).

What are the canonical momenta? What is the corresponding covariant Hamiltonian?

35. Consider a Lagrangian of the form

L = 1
2 m(ẋ2 − ω2x2)eγ t ,

where the particle of mass m moves in one direction. Assume all constants are
positive.

(a) Find the equations of motion.

(b) Interpret the equations by giving a physical interpretation of the forces acting on
the particle.

(c) Find the canonical momentum and construct the Hamiltonian. Is this Hamiltonian
a constant of the motion?

(d) If initially x(0) = 0 and dx/dt = 0, what is x(t) as t approaches large values?
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9 Canonical Transformations

When applied in a straightforward manner, the Hamiltonian formulation usu-
ally does not materially decrease the difficulty of solving any given problem in
mechanics. We wind up with practically the same differential equations to be
solved as are provided by the Lagrangian procedure. The advantages of the Hamil-
tonian formulation lie not in its use as a calculational tool, but rather in the deeper
insight it affords into the formal structure of mechanics. The equal status accorded
to coordinates and momenta as independent variables encourages a greater free-
dom in selecting the physical quantities to be designated as “coordinates” and
“momenta.” As a result we are led to newer, more abstract ways of presenting
the physical content of mechanics. While often of considerable help in practical
applications to mechanical problems, these more abstract formulations are primar-
ily of interest to us today because of their essential role in constructing the more
modern theories of matter. Thus, one or another of these formulations of classical
mechanics serves as a point of departure for both statistical mechanics and quan-
tum theory. It is to such formulations, arising as outgrowths of the Hamiltonian
procedure, that this and the next chapter are devoted.

9.1 THE EQUATIONS OF CANONICAL TRANSFORMATION

There is one type of problem for which the solution of the Hamilton’s equations is
trivial. Consider a situation in which the Hamiltonian is a constant of the motion,
and where all coordinates qi are cyclic. Under these conditions, the conjugate
momenta pi are all constant:

pi = αi ,

and since the Hamiltonian cannot be an explicit function of either the time or the
cyclic coordinates, it may be written as

H = H(α1, . . . , αn).

Consequently, the Hamilton’s equations for q̇i are simply

q̇i = ∂H

∂αi
= ωi , (9.1)

368
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where the ωi ’s are functions of the αi ’s only and therefore are also constant in
time. Equations (9.1) have the immediate solutions

qi = ωi t + βi , (9.2)

where the βi ’s are constants of integration, determined by the initial conditions.
It would seem that the solution to this type of problem, easy as it is, can only

be of academic interest, for it rarely happens that all the generalized coordinates
are cyclic. But a given system can be described by more than one set of general-
ized coordinates. Thus, to discuss motion of a particle in a plane, we may use as
generalized coordinates either the Cartesian coordinates

q1 = x, q2 = y,

or the plane polar coordinates

q1 = r, q2 = θ.

Both choices are equally valid, but one of the other set may be more convenient
for the problem under consideration. Note that for central forces neither x nor y
is cyclic, while the second set does contain a cyclic coordinate in the angle θ .
The number of cyclic coordinates can thus depend upon the choice of generalized
coordinates, and for each problem there may be one particular choice for which
all coordinates are cyclic. If we can find this set, the remainder of the job is trivial.
Since the obvious generalized coordinates suggested by the problem will not nor-
mally be cyclic, we must first derive a specific procedure for transforming from
one set of variables to some other set that may be more suitable.

The transformations considered in the previous chapters have involved going
from one set of coordinates qi to a new set Qi by transformation equations of the
form

Qi = Qi (q, t). (9.3)

For example, the equations of an orthogonal transformation, or of the change
from Cartesian to plane polar coordinates, have the general form of Eqs. (9.3).
As has been previously noted in Derivation 10 of Chapter 1, such transforma-
tions are known as point transformations. But in the Hamiltonian formulation
the momenta are also independent variables on the same level as the general-
ized coordinates. The concept of transformation of coordinates must therefore be
widened to include the simultaneous transformation of the independent coordi-
nates and momenta, qi , pi , to a new set Qi , Pi , with (invertible) equations of
transformation:

Qi = Qi (q, p, t),

Pi = Pi (q, p, t). (9.4)

Thus, the new coordinates will be defined not only in terms of the old coordi-
nates but also in terms of the old momenta. Equations (9.3) may be said to define
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a point transformation of configuration space; correspondingly Eqs. (9.4) define
a point transformation of phase space.

In developing Hamiltonian mechanics, only those transformations can be of
interest for which the new Q, P are canonical coordinates. This requirement will
be satisfied provided there exists some function K (Q, P, t) such that the equa-
tions of motion in the new set are in the Hamiltonian form

Q̇i = ∂K

∂Pi
, Ṗi = − ∂K

∂Qi
. (9.5)

The function K plays the role of the Hamiltonian in the new coordinate set.*
It is important for future considerations that the transformations considered be
problem-independent. That is to say, (Q, P) must be canonical coordinates not
only for some specific mechanical systems, but for all systems of the same num-
ber of degrees of freedom. Equations (9.5) must be the form of the equations of
motion in the new coordinates and momenta no matter what the particular initial
form of H . We may indeed be incited to develop a particular transformation from
(q, p) to (Q, P) to handle, say, a plane harmonic oscillator. But the same trans-
formation must then also lead to Hamilton’s equations of motion when applied,
for example, to the two-dimensional Kepler problem.

As was seen in Section 8.5, if Qi and Pi are to be canonical coordinates, they
must satisfy a modified Hamilton’s principle that can be put in the form

δ

∫ t2

t1
(Pi Q̇i − K (Q, P, t)) dt = 0, (9.6)

(where summation over the repeated index i is implied). At the same time the old
canonical coordinates of course satisfy a similar principle:

δ

∫ t2

t1
(pi q̇i − H(q, p, t)) dt = 0. (9.7)

The simultaneous validity of Eqs. (9.6) and (9.7) does not mean of course that the
integrands in both expressions are equal. Since the general form of the modified
Hamilton’s principle has zero variation at the end points, both statements will be
satisfied if the integrands are connected by a relation of the form

λ(pi q̇i − H) = Pi Q̇i − K + d F

dt
. (9.8)

Here F is any function of the phase space coordinates with continuous second
derivatives, and λ is a constant independent of the canonical coordinates and the
time. The multiplicative constant λ is related to a particularly simple type of trans-
formation of canonical coordinates known as a scale transformation.

*It has been remarked in a jocular vein that if H stands for the Hamiltonian, K must stand for the
Kamiltonian! Of course, K is every bit as much a Hamiltonian as H , but the designation is occasionally
a convenient substitute for the longer term “transformed Hamiltonian.”
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Suppose we change the size of the units used to measure the coordinates and
momenta so that in effect we transform them to a set (Q′, P ′) defined by

Q′
i = μqi , P ′

i = νpi . (9.9)

Then it is clear Hamilton’s equations in the form of Eqs. (9.5) will be satisfied
for a transformed Hamiltonian K ′(Q′, P ′) = μνH(q, p). The integrands of the
corresponding modified Hamilton’s principles are, also obviously, related as

μν(pi q̇i − H) = P ′
i Q̇′

i − K ′, (9.10)

which is of the form of Eq. (9.8) with λ = μν. With the aid of suitable scale trans-
formation, it will always be possible to confine our attention to transformations
of canonical coordinates for which λ = 1. Thus, if we have a transformation of
canonical coordinates (q, p) → (Q′, P ′) for some λ �= 1, then we can always
find an intermediate set of canonical coordinates (Q, P) related to (Q′, P ′) by a
simple scale transformation of the form (9.9) such that μν also has the same value
λ. The transformation between the two sets of canonical coordinates (q, p) and
(Q, P) will satisfy Eq. (9.8), but now with λ = 1:

pi q̇i − H = Pi Q̇i − K + d F

dt
. (9.11)

Since the scale transformation is basically trivial, the significant transformations
to be examined are those for which Eq. (9.11) holds.

A transformation of canonical coordinates for which λ �= 1 will be called an
extended canonical transformation. Where λ = 1, and Eq. (9.11) holds, we will
speak simply of a canonical transformation. The conclusion of the previous para-
graph may then be stated as saying that any extended canonical transformation
can be made up of a canonical transformation followed by a scale transforma-
tion. Except where otherwise stated, all future considerations of transformations
between canonical coordinates will involve only canonical transformations. It is
also convenient to give a specific name to canonical transformations for which the
equations of transformation Eqs. (9.4) do not contain the time explicitly; they will
be called restricted canonical transformations.

The last term on the right in Eq. (9.11) contributes to the variation of the action
integral only at the end points and will therefore vanish if F is a function of
(q, p, t) or (Q, P, t) or any mixture of the phase space coordinates since these
have zero variation at the end points. Further, through the equations of transfor-
mation, Eqs. (9.4) and their inverses F can be expressed partly in terms of the old
set of variables and partly of the new. Indeed, F is useful for specifying the exact
form of the canonical transformation only when half of the variables (beside the
time) are from the old set and half are from the new. It then acts, as it were, as
a bridge between the two sets of canonical variables and is called the generating
function of the transformation.

To show how the generating function specifies the equations of transforma-
tion, suppose F were given as a function of the old and new generalized space
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coordinates:

F = F1(q, Q, t). (9.12)

Equation (9.11) then takes the form

pi q̇i − H = Pi Q̇i − K + d F1

dt

= Pi Q̇i − K + ∂F1

∂t
+ ∂F1

∂qi
q̇i + ∂F1

∂Qi
Q̇i . (9.13)

Since the old and the new coordinates, qi and Qi , are separately independent,
Eq. (9.13) can hold identically only if the coefficients of q̇i and Q̇i each vanish:

pi = ∂F1

∂qi
, (9.14a)

Pi = − ∂F1

∂Qi
, (9.14b)

leaving finally

K = H + ∂F1

∂t
. (9.14c)

Equations (9.14a) are n relations defining the pi as functions of q j , Q j , and t .
Assuming they can be inverted, they could then be solved for the n Qi ’s in terms
of q j , p j , and t , thus yielding the first half of the transformation equations (9.4).
Once the relations between the Qi ’s and the old canonical variables (q, p) have
been established, they can be substituted into Eqs. (9.14b) so that they give the
n Pi ’s as functions of q j , p j , and t , that is, the second half of the transforma-
tion equations (9.4). To complete the story, Eq. (9.14c) provides the connection
between the new Hamiltonian, K , and the old one, H . We must be careful to read
Eq. (9.14c) properly. First q and p in H are expressed as functions of Q and P
through the inverses of Eqs. (9.4). Then the qi in ∂F1/∂t are expressed in terms
of Q, P in a similar manner and the two functions are added to yield K (Q, P, t).

The procedure described shows how, starting from a given generating function
F1, the equations of the canonical transformation can be obtained. We can usu-
ally reverse the process: Given the equations of transformation (9.4), an appro-
priate generating function F1 may be derived. Equations (9.4) are first inverted to
express pi and Pi as functions of q, Q, and t . Equations (9.14a, b) then constitute
a coupled set of partial differential equations than can be integrated, in principle,
to find F1 providing the transformation is indeed canonical. Thus, F1 is always
uncertain to within an additive arbitrary function of t alone (which doesn’t affect
the equations of transformation), and there may at times be other ambiguities.

It sometimes happens that it is not suitable to describe the canonical transfor-
mation by a generating function of the type F1(q, Q, t). For example, the trans-
formation may be such that pi cannot be written as functions of q, Q, and t , but
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rather will be functions of q, P , and t . We would then seek a generating func-
tion that is a function of the old coordinates q and the new momenta P . Clearly
Eq. (9.13) must then be replaced by an equivalent relation involving Ṗi rather than
Q̇i . This can be accomplished by writing F in Eq. (9.11) as

F = F2(q, P, t)− Qi Pi . (9.15)

Substituting this F in Eq. (9.11) leads to

pi q̇i − H = −Qi Ṗi − K + d

dt
F2(q, P, t). (9.16)

Again, the total derivative of F2 is expanded and the coefficients of q̇i and Pi

collected, leading to the equations

pi = ∂F2

∂qi
, (9.17a)

Qi = ∂F2

∂Pi
, (9.17b)

with

K = H + ∂F2

∂t
. (9.17c)

As before, Eqs. (9.17a) are to be solved for Pi as functions of q j , p j , and t to cor-
respond to the second half of the transformation equations (9.4). The remaining
half of the transformation equations is then provided by Eqs. (9.17b).

The corresponding procedures for the remaining two basic types of generating
functions are obvious, and the general results are displayed in Table 9.1.

It is tempting to look upon the four basic types of generating functions as
being related to each other through Legendre transformations. For example, the

TABLE 9.1 Properties of the Four Basic Canonical Transformations

Generating Function Generating Function Derivatives Trivial Special Case

F = F1(q, Q, t) pi =
∂F1

∂qi
Pi = − ∂F1

∂Qi
F1 = qi Qi , Qi = pi , Pi = −qi

F = F2(q, P, t)− Qi Pi pi =
∂F2

∂qi
Qi =

∂F2

∂Pi
F2 = qi Pi , Qi = qi , Pi = pi

F = F3(p, Q, t)+ qi pi qi = −∂F3

∂pi
Pi = − ∂F3

∂Qi
F3 = pi Qi , Qi = −qi , Pi = −pi

F = F4(p, P, t)+ qi pi − Qi Pi qi = −∂F4

∂pi
Qi =

∂F4

∂Pi
F4 = pi Pi , Qi = pi , Pi = −qi



“M09 Goldstein ISBN C09” — 2011/2/15 — page 374 — #7

374 Chapter 9 Canonical Transformations

transition from F1 to F2 is equivalent to going from the variables q, Q to q, P
with the relation

−Pi = ∂F1

∂Qi
. (9.18)

This is just the form required for a Legendre transformation of the basis variables,
as described in Section 8.1, and in analogy to Eq. (8.5) we would set

F2(q, P, t) = F1(q, Q, t)+ Pi Qi , (9.19)

which is equivalent to Eq. (9.15) combined with Eq. (9.12). All the other defining
equations for the generating functions can similarly be looked on, in combina-
tion with Eq. (9.12) as Legendre transformations from F1, with the last entry in
Table 9.1 describing a double Legendre transformation. The only drawback to
this picture is that it might erroneously lead us to believe that any given canoni-
cal transformation can be expressed in terms of the four basic types of Legendre
transformations listed in Table 9.1. This is not always possible. Some transfor-
mations are just not suitable for description in terms of these or other elementary
forms of generating functions, as has been noted above and as will be illustrated
in the next section with specific examples. If we try to apply the Legendre trans-
formation process, we are then led to generating functions that are identically
zero or are indeterminate. For this reason, we have preferred to define each type
of generating function relative to F , which is some unspecified function of 2n
independent coordinates and momenta.

Finally, note that a suitable generating function doesn’t have to conform to
one of the four basic types for all the degrees of freedom of the system. It is
possible, and for some canonical transformations necessary, to use a generating
function that is a mixture of the four types. To take a simple example, it may be
desirable for a particular canonical transformation with two degrees of freedom
to be defined by a generating function of the form

F ′(q1, p2, P1, Q2, t). (9.20)

This generating function would be related to F in Eq. (9.11) by the equation

F = F ′(q1, p2, P1, Q2, t)− Q1 P1 + q2 p2, (9.21)

and the equations of transformation would be obtained from the relations

p1 = ∂F ′

∂q1
, Q1 = ∂F ′

∂P1
,

q2 = −∂F ′

∂p2
, P2 = − ∂F ′

∂Q2
, (9.22)
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with

K = H + ∂F ′

∂t
. (9.23)

Specific illustrations are given in the next section and in the exercises.

9.2 EXAMPLES OF CANONICAL TRANSFORMATIONS

The nature of canonical transformations and the role played by the generating
function can best be illustrated by some simple yet important examples. Let us
consider, first, a generating function of the second type with the particular form

F2 = qi Pi (9.24)

found in column 3 of Table 9.1. From Eqs. (9.17), the transformation equations
are

pi = ∂F2

∂qi
= Pi ,

Qi = ∂F2

∂Pi
= qi ,

K = H. (9.25)

The new and old coordinates are the same; hence F2 merely generates the identity
transformation (cf. Table 9.1). We also note, referring to Table 9.1, that the par-
ticular generating function F3 = pi Qi generates an identity transformation with
negative signs; that is, Qi = −qi , Pi = −pi .

A more general type of transformation is described by the generating function

F2 = fi (q1, . . . , qn; t)Pi , (9.26)

where the fi may be any desired set of independent functions. By Eqs. (9.17b),
the new coordinates Qi are given by

Qi = ∂F2

∂Pi
= fi (qi , . . . , qn; t) (9.27)

Thus, with this generating function the new coordinates depend only upon the
old coordinates and the time and do not involve the old momenta. Such a trans-
formation is therefore an example of the class of point transformations defined
by Eqs. (9.3). In order to define a point transformation, the functions fi must be
independent and invertible, so that the q j can be expressed in terms of the Qi .
Since the fi are otherwise completely arbitrary, we may conclude that all point
transformations are canonical. Equation (9.17c) furnishes the new Hamiltonian
in terms of the old and of the time derivatives of the fi functions.
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Note that F2 as given by Eq. (9.26) is not the only generating function leading
to the point transformation specified by the fi . Clearly the same point transfor-
mation is implicit in the more general form

F2 = fi (q1, . . . , qn; t)Pi + g(q1, . . . , qn; t), (9.28)

where g(q, t) is any (differentiable) function of the old coordinates and the
time. Equations (9.27), the transformation equations for the coordinates, remain
unaltered for this generating function. But the transformation equations of the
momenta differ for the two forms. From Eqs. (9.17a), we have

p j = ∂F2

∂q j
= ∂ fi

∂q j
Pi + ∂g

∂q j
, (9.29)

using the form of F2 given by Eq. (9.28). These equations may be inverted to give
P as a function of (q, p), most easily by writing them in matrix notation:

p = ∂f
∂q

P + ∂g

∂q
. (9.29′)

Here p, P, and ∂g/∂q are n-elements of single-column matrices, and ∂f/∂q is a
square matrix whose ijth element is ∂ fi/∂q j . In two dimensions, Eq. (9.29′) can
be written as

[
p1
p2

]
=

⎡
⎢⎢⎣
∂ f1

∂q1

∂ f1

∂q2

∂ f2

∂q1

∂ f2

∂q2

⎤
⎥⎥⎦
[

P1
P2

]
+

⎡
⎢⎢⎣
∂g

∂q1

∂g

∂q2

⎤
⎥⎥⎦ .

It follows that P is a linear function of p given by

P =
[
∂f
∂q

]−1 [
p − ∂g

∂q

]
. (9.30)

In two dimensions, (9.30) becomes

[
P1
P2

]
=

⎡
⎢⎢⎣
∂ f1

∂q1

∂ f1

∂q2

∂ f2

∂q1

∂ f2

∂q2

⎤
⎥⎥⎦
−1⎡
⎢⎢⎣
[

p1
p2

]
−

⎡
⎢⎢⎣
∂g

∂q1

∂g

∂q2

⎤
⎥⎥⎦
⎤
⎥⎥⎦ . (9.31)

Thus, the transformation equations (9.27) for Q are independent of g and depend
only upon the fi (q, t), but the transformation equations (9.29) for P do depend
upon the form of g and are in general functions of both the old coordinates and
momenta. The generating function given by Eq. (9.26) is only a special case of
Eq. (9.28) for which g = 0, with correspondingly specialized transformation
equations for P .
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An instructive transformation is provided by the generating function of the first
kind, F1(q, Q, t), of the form

F1 = qk Qk .

The corresponding transformation equations, from (9.14a, b) are

pi = ∂Fi

∂qi
= Qi , (9.32a)

Pi = − ∂F1

∂Qi
= −qi . (9.32b)

In effect, the transformation interchanges the momenta and the coordinates; the
new coordinates are the old momenta and the new momenta are essentially the old
coordinates. Table 9.1 shows that the particular generating function of type F4 =
pi Pi produces the same transformation. These simple examples should emphasize
the independent status of generalized coordinates and momenta. They are both
needed to describe the motion of the system in the Hamiltonian formulation. The
distinction between them is basically one of nomenclature. We can shift the names
around with at most no more than a change in sign. There is no longer present in
the theory any lingering remnant of the concept of qi as a spatial coordinate and
pi as a mass times a velocity. Incidentally, we may see directly from Hamilton’s
equations,

ṗi = −∂H

∂qi
, q̇i = ∂H

∂pi
,

that this exchange transformation is canonical. If qi is substituted for pi , the equa-
tions remain in the canonical form only if −pi is substituted for qi .

A transformation that leaves some of the (q, p) pairs unchanged, and inter-
changes the rest (with a sign change), is obviously a canonical transformation of
a “mixed” form. Thus, in a system of two degrees of freedom, the transformation

Q1 = q1, P1 = p1,

Q2 = p2, P2 = −q2,

is generated by the function

F = q1 P1 + q2 Q2, (9.33)

which is a mixture of the F1 and F2 types.

9.3 THE HARMONIC OSCILLATOR

As a final example, let us consider a canonical transformation that can be used to
solve the problem of the simple harmonic oscillator in one dimension. If the force
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constant is k, the Hamiltonian for this problem in terms of the usual coordinates is

H = p2

2m
+ kq2

2
. (9.34a)

Designating the ratio k/m by ω2, H can also be written as

H = 1

2m
(p2 + m2ω2q2). (9.34b)

This form of the Hamiltonian, as the sum of two squares, suggests a transfor-
mation in which H is cyclic in the new coordinate. If we could find a canonical
transformation of the form

p = f (P) cos Q, (9.35a)

q = f (P)

mω
sin Q, (9.35b)

then the Hamiltonian as a function of Q and P would be simply

K = H = f 2(P)

2m
(cos2 Q + sin2 Q) = f 2(P)

2m
, (9.36)

so that Q is cyclic. The problem is to find the form of the yet unspecified function
f (P) that makes the transformation canonical. If we use a generating function of
the first kind given by

F1 = mωq2

2
cot Q, (9.37)

Eqs. (9.14) then provide the equations of transformation,

p = ∂F1

∂q
= mωq cot Q, (9.38a)

P = −∂F1

∂Q
= mωq2

2 sin2 Q
. (9.38b)

Solving for q and p, we have*

q =
√

2P

mω
sin Q, (9.39a)

*It can be argued that F1 does not unambiguously specify the canonical transformation, because in
solving Eq. (9.38b) for q we could have taken the negative square root instead of the positive root as
(implied) in Eqs. (9-39). However, the two canonical transformations thus derived from F1 differ only
trivially; a shift in α by π corresponds to going from one transformation to the other. Nonetheless, it
should be kept in mind that the transformations derived from a generating function may at times be
double-valued or even have local singularities.
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p =
√

2Pmω cos Q, (9.39b)

and comparison with Eq. (9.35a) evaluates f (P):

f (P) =
√

2mωP . (9.40)

It follows then that the Hamiltonian in the transformed variables is

H = ωP. (9.41)

Since the Hamiltonian is cyclic in Q, the conjugate momentum P is a constant. It
is seen from Eq. (9.41) that P is in fact equal to the constant energy divided by ω:

P = E

ω
.

The equation of motion for Q reduces to the simple form

Q̇ = ∂H

∂P
= ω,

with the immediate solution

Q = ωt + α, (9.42)

where α is a constant of integration fixed by the initial conditions. From Eqs. (9.39),
the solutions for q and p are

q =
√

2E

mω2
sin(ωt + α), (9.43a)

p =
√

2m E cos(ωt + α). (9.43b)

It is instructive to plot the time dependence of the old and new variables as is
shown in Fig. 9.1. We see that q and p oscillate (Fig. 9.1a, b) whereas Q and P
are linear plots (Fig. 9.1d, e). The figure also shows the phase space plots for p
versus q (Fig. 9.1c) and for P versus Q (Fig. 9.1f). Fig. 9.1c is an ellipse with the
following semimajor axes (for the q and p directions, respectively):

a =
√

2E

mω2
and b =

√
2m E,

where m is the mass of the oscillator, ω its frequency, and E the oscillator’s
energy. The area, A, of this ellipse in phase space is

A = πab = 2πE

ω
.
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FIGURE 9.1 The harmonic oscillator in two canonical coordinate systems. Draw-
ings (a)–(c) show the q, p system and (d)–(f) show the P, Q system.

When we invoke quantum mechanics, we write E = �ω, where � = h/2π , and h
is Planck’s constant. The coordinate and momentum q and p can be normalized as

q ′ =
√

mω2

2E
q and p′ = p√

2m E
,

to make the phase space plot of p′ versus q ′ a circle of area π . This normalized
form will be useful in Section 11.1 on chaos.
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It would seem that the use of canonical transformations to solve the harmonic
oscillator problem is similar to “cracking a peanut with a sledge hammer.” We
have here however a simple example of how the Hamiltonian can be reduced to a
form cyclic in all coordinates by means of canonical transformations. Discussion
of general schemes for the solution of mechanical problems by this technique will
be reserved for the next chapter. For the present, we shall continue to examine the
formal properties of canonical transformations.

9.4 THE SYMPLECTIC APPROACH TO CANONICAL TRANSFORMATIONS

Another method of treating canonical transformations, seemingly unrelated to the
generator formalism, can be expressed in terms of the matrix or symplectic for-
mulation of Hamilton’s equations. By way of introduction to this approach, let us
consider a restricted canonical transformation, that is, one in which time does not
appear in the equations of transformation:

Qi = Qi (q, p),

Pi = Pi (q, p). (9.44)

We know that the Hamiltonian function does not change in such a transformation.
The time derivative of Qi , on the basis of Eqs. (9.44), is to be found as

Q̇i = ∂Qi

∂q j
q̇ j + ∂Qi

∂p j
ṗ j = ∂Qi

∂q j

∂H

∂p j
− ∂Qi

∂p j

∂H

∂q j
. (9.45)

On the other hand, the inverses of Eqs. (9.44),

q j = q j (Q, P),

p j = p j (Q, P), (9.46)

enables us to consider H(q, p, t) as a function of Q and P and to form the partial
derivative

∂H

∂Pi
= ∂H

∂p j

∂p j

∂Pi
+ ∂H

∂q j

∂q j

∂Pi
. (9.47)

Comparing Eqs. (9.45) and (9.47), it can be concluded that

Q̇i = ∂H

∂Pi
;

that is, the transformation is canonical, only if

(
∂Qi

∂q j

)
q,p

=
(
∂p j

∂Pi

)
Q,P

,

(
∂Qi

∂p j

)
q,p

= −
(
∂q j

∂Pi

)
Q,P

. (9.48a)
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The subscripts on the derivatives are to remind us that on the left-hand side of
these equations Qi is considered as a function of (q, p) (cf. Eqs. (9.44)), while
on the right-hand side the derivatives are for q j and p j as functions of (Q, P) (cf.
Eqs. (9.46)). A similar comparison of Ṗi with the partial of H with respect to Q j

leads to the conditions(
∂Pi

∂q j

)
q,p

= −
(
∂p j

∂Qi

)
Q,P

,

(
∂Pi

∂p j

)
q,p

=
(
∂q j

∂Qi

)
Q,P

. (9.48b)

The sets of Eqs. (9.48) together are sometimes known as the “direct conditions”
for a (restricted) canonical transformation.

The algebraic manipulation that leads to Eqs. (9.48) can be performed in a
compact and elegant manner if we make use of the symplectic notation for the
Hamiltonian formulation introduced above at the end of Section 8.1. If h is a
column matrix with the 2n elements qi , pi , then Hamilton’s equations can be
written, it will be remembered, as Eq. (8.39)

ḣ = J
∂H

∂h
,

where J is the antisymmetric matrix defined in Eq. (8.38a). Similarly the new set
of coordinates Qi , Pi define a 2n-element column matrix z, and for a restricted
canonical transformation the equations of transformation (9.44) take the form

z = z(h). (9.49)

Analogously to Eq. (9.45) we can seek the equations of motion for the new vari-
ables by looking at the time derivative of a typical element of z:

ζ̇i = ∂ζi

∂η j
η̇ j , i, j = 1, . . . , 2n.

In matrix notation, this time derivative can be written as

ż = Mḣ, (9.50)

where M is the Jacobian matrix of the transformation with elements

Mi j = ∂ζi

∂η j
. (9.51)

Making use of the equations of motion for h, Eq. (9.50) becomes

ż = MJ
∂H

∂h
. (9.52)

Now, by the inverse transformation H can be considered as a function of z, and
the derivative with respect to ηi evaluated as

∂H

∂ηi
= ∂H

∂ζ j

∂ζ j

∂ηi
,
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or, in matrix notation*

∂H

∂h
= M̃

∂H

∂z
. (9.53)

The combination of Eqs. (9.52) and (9.53) leads to the form of the equations
of motion for any set of variables z transforming, independently of time, from the
canonical set h:

ż = MJM̃
∂H

∂z
. (9.54)

We have the advantage of knowing from the generator formalism that for a
restricted canonical transformation the old Hamiltonian expressed in terms of the
new variables serves as the new Hamiltonian:

ż = J
∂H

∂z
. (9.54′)

The transformation, Eq. (9.49), will therefore be canonical if M satisfies the
condition

MJM̃ = J. (9.55)

That Eq. (9.55) is also a necessary condition for a restricted canonical transforma-
tion is easily shown directly by reversing the order of the steps of the proof. Note
that for an extended time-independent canonical transformation, where K = λH ,
the condition of Eq. (9.55) would be replaced by

MJM̃ = λJ. (9.56)

Equation (9.55) may be expressed in various forms. Multiplying from the right
by the matrix inverse to M̃ leads to

MJ = JM̃−1, (9.57)

(since the transpose of the inverse is the inverse of the transpose). The elements
of the matrix equation (9.57) will be found to be identical with Eqs. (9.48a) and
(9.48b). If Eq. (9.57) is multiplied by J from the left and −J from the right, then
by virtue of Eq. (8.38e) we have

JM = M̃−1J,

*Readers of Section 7.5 will have recognized that Eq. (9.50) is the statement that h transforms con-
travariantly (as a vector) under the transformation, and Eq. (9.53) says that the partial derivative of H
with respect to the elements of h transforms covariantly (or as a 1-form) (cf. Eqs. (7.50) and (7.54)).
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or

M̃JM = J. (9.58)

Equation (9.55), or its equivalent version, Eq. (9.58), is spoken of as the sym-
plectic condition for a canonical transformation, and the matrix M satisfying the
condition is said to be a symplectic matrix.

These concepts may become more obvious if we display the details of the J and
M matrices corresponding to the mixed generating function F = F2(q1, P1) +
F1(q2, Q2) of Eq. (9.33). The variables h and z are column vectors given by

h =

⎡
⎢⎢⎣

q1
q2
p1
p2

⎤
⎥⎥⎦ and z =

⎡
⎢⎢⎣

Q1
Q2
P1
P2

⎤
⎥⎥⎦ .

The transformation ż = Mḣ (cf. Eq. (9.50)) is made by the following M matrix:

⎡
⎢⎢⎣

Q̇1

Q̇2

Ṗ1

Ṗ2

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

1 0 0 0
0 0 0 1
0 0 1 0
0 −1 0 0

⎤
⎥⎥⎦
⎡
⎢⎢⎣

q̇1
q̇2
ṗ1
ṗ2

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

q̇1
ṗ2
ṗ1
−q̇2

⎤
⎥⎥⎦ ,

in agreement with the expressions obtained by differentiating the results of the
generating function with respect to time (cf. Column 3, Table 9.1). Hamilton’s
equations for the transformed variables ζ̇ = J ∂H

∂ζ
(Eq. (9.54′)) are expressed as

follows independent of the generating function F

⎡
⎢⎢⎣

Q̇1

Q̇2

Ṗ1

Ṗ2

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

⎤
⎥⎥⎦
⎡
⎢⎢⎣
−Ṗ1

−Ṗ2

Q̇1

Q̇2

⎤
⎥⎥⎦

where −Ṗi = ∂H/∂ζi for ζ1 and ζ2 and Q̇i = ∂H/∂ζi for ζ3 and ζ4. Note
that M depends on F whereas J does not (cf. Eq. (8.38a)). This formalism is not
applicable to all cases. For example, a simple M matrix cannot be written for the
harmonic oscillator example discussed in Section 9.3.

For a canonical transformation that contains the time as a parameter, the simple
derivation given for the symplectic condition no longer holds. Nonetheless, the
symplectic condition remains a necessary and sufficient condition for a canonical
transformation even if it involves the time. It is possible to prove the general
validity of the symplectic conditions for all canonical transformations by straight-
forward, albeit lengthy, procedures resembling those employed for restricted
canonical transformations. Instead we shall take a different tack, one that takes
advantage of the parametric form of the canonical transformations involving time.
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A canonical transformation of the form

z = z(h, t) (9.59)

evolves continuously as time increases from some initial value t0. It is a single-
parameter instance of the family of continuous transformations first studied sys-
tematically by the mathematician Sophus Lie and as such plays a distinctive role
in the transformation theory of classical mechanics.

If the transformation

h → z(t) (9.60a)

is canonical, then so obviously is the transformation

h → z(t0). (9.60b)

It follows then from the definition of canonical transformation that the transfor-
mation characterized by

z(t0)→ z(t) (9.60c)

is also canonical. Since t0 in Eq. (9.60b) is a fixed constant, this canonical trans-
formation satisfies the symplectic condition (9.58). If now the transformation of
Eq. (9.60c) obeys the symplectic condition, it is easy to show (cf. Derivation 13)
that the general transformation Eq. (9.60a) will also.

To demonstrate that the symplectic condition does indeed hold for canonical
transformations of the type of Eq. (9.60c), we introduce the notion of an infinites-
imal canonical transformation (abbreviated I.C.T.), a concept that will prove to
be widely useful. As in the case of infinitesimal rotations, such a transformation
is one in which the new variables differ from the old only by infinitesimals. Only
first-order terms in these infinitesimals are to be retained in all calculations. The
transformation equations can then be written as

Qi = qi + δqi , (9.61a)

Pi = pi + δpi , (9.61b)

or in matrix form

z = h+ δh. (9.61c)

(Here δqi and δpi do not represent virtual displacements but are simply the in-
finitesimal changes in the coordinates and momenta.) An infinitesimal canonical
transformation thus differs only infinitesimally from the identity transformation
discussed in Section 9.1. In the generator formalism, a suitable generating func-
tion for an I.C.T. would therefore be

F2 = qi Pi + εG(q, P, t), (9.62)
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where ε is some infinitesimal parameter of the transformation, and G is any (dif-
ferentiable) function of its 2n + 1 arguments. By Eq. (9.17a), the transformation
equations for the momenta are to be found from

p j = ∂F2

∂q j
= Pj + ε ∂G

∂q j

or

δp j ≡ Pj − p j = −ε ∂G

∂q j
. (9.63a)

Similarly, by Eq. (9.17b), the transformation equations for Q j are determined by
the relations

Q j = ∂F2

∂Pj
= q j + ε ∂G

∂Pj
.

Since the second term is already linear in ε, and P differs from p only by an
infinitesimal, it is consistent to first order to replace Pj in the derivative function
by p j . We may then consider G as a function of q, p only (and possibly t). Fol-
lowing the usual practice, we will refer to G(q, p) as the generating function of
the infinitesimal canonical transformation, although strictly speaking that desig-
nation belongs only to F . The transformation equation for Qi can therefore be
written as

δq j = ε
∂G

∂p j
. (9.63b)

Both transformation equations can be combined into one matrix equation

δh = ε J
∂G

∂h
. (9.63c)

An obvious example of an infinitesimal canonical transformation would be the
transformation of Eq. (9.60c) when t differs from t0 by an infinitesimal t :

z(t0)→ z(t0 + dt), (9.64)

with dt as the infinitesimal parameter ε. The continuous evolution of the trans-
formation z(η, t) from z(η, t0) means that the transformation z(t0) → z(t) can
be built up as a succession of such I.C.T.’s in steps of dt . It will therefore suffice
to show that the infinitesimal transformation, Eq. (9.64), satisfies the symplectic
condition (9.58). But it follows from the transformation equations (9.63) that the
Jacobian matrix of any I.C.T. is a symplectic matrix. By definition the Jacobian
matrix (9.51) for an infinitesimal transformation is

M ≡ ∂z
∂h

= 1 + ∂δh
∂h

,
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or by Eq. (9.63c)

M = 1 + εJ ∂
2G

∂h ∂h
. (9.65)

The second derivative in Eq. (9.65) is a square, symmetric matrix with elements(
∂2G

∂h ∂h

)
i j

= ∂2G

∂ηi ∂η j
.

Because of the antisymmetrical property of J, the transpose of M is

M̃ = 1 − ε ∂
2G

∂h ∂h
J. (9.66)

The symplectic condition involves the value of the matrix product

MJM̃ =
(

1 + εJ ∂
2G

∂h ∂h

)
J

(
1 − ε ∂2G

∂h ∂h
J

)
.

Consistent to first order in this product is

MJM̃ = J + εJ ∂2G

∂h ∂h
J − Jε

∂2G

∂h ∂h
J

= J,

thus demonstrating that the symplectic condition holds for any infinitesimal
canonical transformation. By the chain of reasoning we have spun out, it there-
fore follows that any canonical transformation, whether or not it involves time as
a parameter, obeys the symplectic conditions, Eqs. (9.55) and (9.58).

The symplectic approach, for the most part, has been developed independently
of the generating function method, except in the treatment of infinitesimal canon-
ical transformations. They are of course connected. We shall sketch later, for
example, a proof that the symplectic condition implies the existence of a gen-
erating function. But the connection is largely irrelevant. Both are valid ways of
looking at canonical transformations, and both encompass all of the needed prop-
erties of the transformations. For example, either the symplectic or the generator
formalisms can be used to prove that canonical transformations have the four
properties that characterize a group (cf. Appendix B).

1. The identity transformation is canonical.

2. If a transformation is canonical, so is its inverse.

3. Two successive canonical transformations (the group “product” operation)
define a transformation that is also canonical.

4. The product operation is associative.
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We shall therefore be free to use either the generator or the symplectic approach
at will, depending on which leads to the simplest treatment at the moment.

9.5 POISSON BRACKETS AND OTHER CANONICAL INVARIANTS

The Poisson bracket of two functions u, v with respect to the canonical variables
(q, p) is defined as

[u, v]q,p = ∂u

∂qi

∂v

∂pi
− ∂u

∂pi

∂v

∂qi
. (9.67)

In this bilinear expression we have a typical symplectic structure, as in Hamilton’s
equations, where q is coupled with p, and p with −q. The Poisson bracket thus
lends itself readily to being written in matrix form, where it appears as

[u, v]h = ∂̃u

∂h
J
∂v

∂h
. (9.68)

The transpose sign is used on the first matrix on the right-hand side to indicate
explicitly that this matrix must be treated as a single-row matrix in the multi-
plication. On most occasions this specific reminder will not be needed and the
transpose sign may be omitted.

Suppose we choose the functions u, v out of the set of canonical variables
(q, p) themselves. Then it follows trivially from the definition, either as Eq. (9.67)
or (9.68), that these Poisson brackets have the values

[q j , qk]q,p = 0 = [p j , pk]q,p, (9.69a)

and

[q j , pk]q,p = δ jk = −[p j , qk]q,p. (9.69b)

We can summarize the relations of Eqs. (9.69) in one equation by introducing
a square matrix Poisson bracket, [h,h], whose lm element is [ηl , ηm]. Equa-
tions (9.69) can then be written as

[h,h]h = J. (9.70)

Now let us take for u, v the members of the transformed variables (Q, P), or
z, defined in terms of (q, p) by the transformation equations (9.59). The set of
all the Poisson brackets that can be formed out of (Q, P) comprise the matrix
Poisson bracket defined as

[z, z]h = ∂̃z
∂h

J
∂z
∂h
.
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But we recognize the partial derivatives as defining the square Jacobian matrix of
the transformation, so that the Poisson bracket relation is equivalent to

[z, z]h = M̃JM. (9.71)

If the transformation h → z is canonical, then the symplectic condition holds and
Eq. (9.71) reduces to (cf. Eq. (9.58))

[z, z]h = J, (9.72)

and conversely, if Eq. (9.72) is valid, then the transformation is canonical.
Poisson brackets of the canonical variables themselves, such as Eqs. (9.70)

or (9.72), are referred to as the fundamental Poisson brackets. Since we have
from Eq. (9.70) that

[z, z]z = J, (9.73)

Eq. (9.72) states that the fundamental Poisson brackets of the ζ variables have the
same value when evaluated with respect to any canonical coordinate set. In other
words, the fundamental Poisson brackets are invariant under canonical transfor-
mation. We have seen from Eq. (9.71) that the invariance is a necessary and suffi-
cient condition for the transformation matrix to be symplectic. The invariance of
the fundamental Poisson brackets is thus in all ways equivalent to the symplectic
condition for a canonical transformation.

It does not take many more steps to show that all Poisson brackets are invariant
under canonical transformation. Consider the Poisson bracket of two functions
u, v with respect to the h set of coordinates, Eq. (9.68). In analogy to Eq. (9.53),
the partial derivative of v with respect to h can be expressed in terms of partial
derivatives with respect to z as

∂v

∂h
= M̃

∂v

∂z

(that is, the partial derivative transforms as a 1-form). In a similar fashion,

∂̃u

∂h
=

˜
M̃
∂u

∂z
= ∂̃u

∂z
M.

Hence the Poisson bracket Eq. (9.68) can be written

[u, v]h = ∂̃u

∂h
J
∂v

∂h
= ∂̃u

∂z
MJM̃

∂u

∂z
.

If the transformation is canonical, the symplectic condition in the form of
Eq. (9.55) holds, and we then have

[u, v]h = ∂̃u

∂z
J
∂v

∂z
≡ [u, v]z. (9.74)
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Thus, the Poisson bracket has the same value when evaluated with respect to any
canonical set of variables—all Poisson brackets are canonical invariants. In writ-
ing the symbol for the Poisson bracket, we have so far been careful to indicate by
the subscript the set of variables in terms of which the brackets are defined. So
long as we use only canonical variables that practice is now seen to be unneces-
sary, and we shall in general drop the subscript.*

The hallmark of the canonical transformation is that Hamilton’s equations of
motion are invariant in form under the transformation. Similarly, the canonical in-
variance of Poisson brackets implies that equations expressed in terms of Poisson
brackets are invariant in form under canonical transformation. As we shall see, we
can develop a structure of classical mechanics, paralleling the Hamiltonian for-
mulation, expressed solely in terms of Poisson brackets. Historically this Poisson
bracket formulation, which has the same form in all canonical coordinates, was
especially useful for carrying out the original transition from classical to quantum
mechanics. There is a simple “correspondence principle” that says that the clas-
sical Poisson bracket is to be replaced by a suitably defined commutator of the
corresponding quantum operators.

The algebraic properties of the Poisson bracket are therefore of considerable
interest. We have already used the obvious properties

[u, u] = 0, (9.75a)

[u, v] = −[v, u]. (antisymmetry) (9.75b)

Almost equally obvious are the characteristics

[au + bv,w] = a[u, w] + b[v,w], (linearity) (9.75c)

where a and b are constants, and

[uv,w] = [u, w]v + u[v,w]. (9.75d)

One other property is far from obvious, but is very important in defining the
nature of the Poisson bracket. It is usually given in the form of Jacobi’s iden-
tity, which states that if u, v, and w are three functions with continuous second
derivatives, then

[u, [v,w]] + [v, [w, u]] + [w, [u, v]] = 0; (9.75e)

that is, the sum of the cyclic permutations of the double Poisson bracket of three
functions is zero. There seems to be no simple way of proving Jacobi’s identity for
the Poisson bracket without lengthy algebra. However, it is possible to mitigate
the complexity of the manipulations by introducing a special nomenclature. We

*Note that for a scale transformation, or an extended canonical transformation, where the symplectic
condition takes on the form of Eq. (9.56), then Poisson brackets do not have the same values in all
coordinate systems. That is one of the reasons scale transformations are excluded from the class of
canonical transformations that are useful to consider.
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shall use subscripts on u, v, w (or functions of them) to denote partial derivatives
by the corresponding canonical variable. Thus,

ui ≡ ∂u

∂ηi
, and vi j ≡ ∂v

∂ηi ∂η j
.

In this notation the Poisson bracket of u and v can be expressed as

[u, v] = ui Ji jv j .

Here Ji j , as usual, is simply the ijth element of J. In the proof, the only property
of J that we shall need is its antisymmetry.

Now let us consider the first double Poisson bracket in Eq. (9.75e):

[u, [v,w]] = ui Ji j [v,w] j = ui Ji j (vk Jklwl) j .

Because the elements Jkl are constants, the derivative with resect to η doesn’t act
on them, and we have

[u, [v,w]] = ui Ji j (vk Jklwl j + vk j Jklwl). (9.76)

The other double Poisson brackets can be obtained from Eq. (9.76) by cyclic
permutation of u, v, w. There are thus six terms in all, each being a fourfold sum
over dummy indices i , j , k, and l. Consider the term in Eq. (9.76) involving a
second derivative of w:

Ji j Jkluivkwl j .

The only other second derivative of w will appear in evaluating the second double
Poisson bracket in (Eq. 9.75e):

[v, [w, u]] = vk Jkl(w j J ji ui )l .

Here the term in the second derivative in w is

J ji Jkluivkw jl .

Since the order of differentiation is immaterial, wl j = w jl , and the sum of the
two terms is given by

(Ji j + J ji )Jkluivkwl j = 0,

by virtue of the antisymmetry of J . The remaining four terms are cyclic permuta-
tions and can similarly be divided in two pairs, one involving second derivatives
of u and the other of v. By the same reasoning, each of these pairs sums to zero,
and Jacobi’s identity is thus verified.

If the Poisson bracket of u, v is looked on as defining a “product” operation of
the two functions, then Jacobi’s identity is the replacement for the associative law
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of multiplication. Recall that the ordinary multiplication of arithmetic is associa-
tive; that is, the order of a sequence of multiplications is immaterial:

a(bc) = (ab)c.

Jacobi’s identity says that the bracket “product” is not associative and gives
the effect of changing the sequence of “multiplications.” Brackets that satisfy
Eqs. (9.75), together with the expression

[ui , u j ] =
∑

k

ck
i j uk, (9.77)

constitute a generally noncommunitive algebra called a Lie algebra. For Poisson
brackets in three-dimensional space, either the structure constants ck

i j are all zero
or only one term in the right-hand side of Eq. (9.77) exists for any pair of indices.
Examples of this will be given later, and a more detailed discussion of Lie algebras
is given in Appendix B.

The Poisson bracket operation is not the only type of “product” familiar to
physicists that satisfies the conditions for a Lie algebra. It will be left to the exer-
cises to show that that vector product of two vectors,

V[A,B] → A × B, (9.78a)

and the commutator of two matrices,

M[A,B] → AB − BA, (9.78b)

satisfy the same Lie algebra conditions as the Poisson bracket. It is this last that
makes it feasible to replace the classical Poisson bracket by the commutator of the
quantum mechanical operators. In other words, the “correspondence principle”
can work only because both the Poisson bracket and commutator are representa-
tions of a Lie algebra “product.”*

There are other canonical invariants besides the Poisson bracket. One, mainly
of historical interest now, is the Lagrange bracket, denoted by {u, v}. Suppose u
and v are two functions out of a set of 2n independent functions of the canonical
variables. By inversion, the canonical variables can then be considered as func-
tions of the set of 2n functions. On this basis, the Lagrange bracket of u and v
with respect to the (q, p) variables is defined as

*Of course, we must not mistake the mathematical acceptability of this version of the correspondence
principle with its physical necessity. The introduction of the quantum commutation relations was a
great act of physical discovery by the pioneers of quantum mechanics. All we show here is that there
is a similarity in the mathematical structure of the Poisson bracket formulation of classical mechanics
and the commutation relation version of quantum mechanics. The formal correspondence is that

[u, v] → 1

ih
(uv − vu)

where on the left u, v are classical functions and on the right they are quantum operators.
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{u, v}q,p = ∂qi

∂u

∂pi

∂v
− ∂pi

∂u

∂qi

∂v
, (9.79)

or, in matrix notation,

{u, v}h = ∂̃h
∂u

J
∂h
∂v
. (9.80)

Proof of the canonical invariance of the Lagrange bracket parallels that for the
Poisson bracket.

If for u and v we take two members of the set of canonical variables, then we
obtain the fundamental Lagrange brackets:

{qi , q j }qp = 0 = {pi , p j }qp {qi , p j }qp = δi j , (9.81)

or, in matrix notation,

{h,h} = J. (9.82)

The Lagrange and Poisson brackets clearly stand in some kind of inverse rela-
tionship to each other, but the precise form of this relation is somewhat compli-
cated to express. Let ui , i = 1, . . . , 2n, be a set of 2n independent functions of
the canonical variables, to be represented by a column (or row) matrix u. Then
{u,u} is the 2n × 2n matrix whose ijth element is {ui , u j }, with a similar descrip-
tion for [u,u]. The reciprocal character of the two brackets manifests itself in the
relation

{u,u}[u,u] = −1. (9.83)

If for u we choose the canonical set itself, h, then Eq. (9.83) obviously fol-
lows from the fundamental bracket formulas, Eqs. (9.70) and (9.82), and the
properties of J. The proof for arbitrary u is not difficult if written in terms of
the matrix definitions of the brackets and is reserved for the exercises. While
the properties of the Lagrange and Poisson brackets parallel each other in
many aspects, note that the Lagrange brackets do not obey Jacobi’s identity.
Lagrange brackets therefore do not qualify as a “product” operation in a Lie
algebra.

Another important canonical invariant is the magnitude of a volume element in
phase space. A canonical transformation h → z transforms the 2n-dimensional
phase space with coordinates ηi to another phase space with coordinates ζi . The
volume element

(dη) = dq1dq2 . . . dqndp1 . . . dpn

transforms to a new volume element

(dζ ) = d Q1d Q2 . . . d Qnd P1 . . . d Pn .
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As is well known, the sizes of the two volume elements are related by the
absolute value of the Jacobian determinant ‖M‖;

(dζ ) = ‖M‖(dη).

For example, in the two-dimensional transformation from ηi = q, p to ζi = Q, P ,
this expression becomes

d Q d P =

∣∣∣∣∣∣∣∣
∂q

∂Q

∂q

∂P

∂p

∂Q

∂p

∂P

∣∣∣∣∣∣∣∣
dq dp = [q, p]ζ dq dp. (9.84)

But, by taking the determinant of both sides of the symplectic condition, Eq. (9.58),
we have

|M|2|J| = |J|. (9.85)

Thus, in a real canonical transformation the Jacobian determinant is ±1, and the
absolute value is always unity, proving the canonical invariance of the volume
element in phase space. It follows, also, that the volume of any arbitrary region in
phase space,

Jn =
∫

· · ·
∫
(dη), (9.86)

is a canonical invariant. In our two-dimensional example, the invariant is dη =
dq dp and J1 = ∫

dq dp.
The volume integral in Eq. (9.86) is the final member of a sequence of canon-

ical invariants known as the integral invariants of Poincaré, comprising integrals
over subspaces of phase space of different dimensions. The other members of the
sequence cannot be stated as simply as Jn , and because they are not needed for
the further development of the theory, they will not be discussed here.

Finally, the invariance of the fundamental Poisson brackets now enables us to
outline a proof that the symplectic condition implies the existence of a generating
function, as mentioned at the conclusion of the previous section. To simplify con-
siderations, we shall examine only a system with one degree of freedom; the gen-
eral method of the proof can be directly extended to systems with many degrees
of freedom.* We suppose that the first of the equations of transformation,

Q = Q(q, p), P = P(q, p),

*In the literature, the connection between the symplectic approach and the generator formalism is
sometimes referred to as the Carathéodory theorem.
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is invertable so as to give p as a function q and Q, say

p = φ(q, Q). (9.87)

Substitution in the second equation of transformation gives P as some function
of q and Q, say

P = ψ(q, Q). (9.88)

In such a case, we would expect the transformation to be generated by a generating
function of the first kind,* F1, with Eqs. (9.87) and (9.88) appearing as

p = ∂F1(q, Q)

∂q
, P = −∂F1

∂Q
(q, Q). (9.89)

If Eq. (9.89) holds, then it must be true that

∂φ

∂Q
= −∂ψ

∂q
. (9.90)

Conversely, if we can show that Eq. (9.90) is valid, then there must exist a function
F1 such that p and P are given by Eqs. (9.89).

To demonstrate the validity of Eq. (9.90), we try to look on all quantities as
functions of q and Q. Thus, we of course have the identity

∂Q

∂Q
= 1,

but if Eq. (9.87) be substituted in the first transformation equation,

Q = Q(q, φ(q, Q)), (9.91)

the partial derivative can also be written

∂Q

∂Q
= ∂Q

∂p

∂φ

∂Q
,

so that we have the relation

∂Q

∂p

∂φ

∂Q
= 1. (9.92)

In the same spirit we evaluate the Poisson bracket

[Q, P] ≡ ∂Q

∂q

∂P

∂p
− ∂P

∂q

∂Q

∂p
= 1.

*Of course, if the Q transformation equation is not invertable, as in the identity transformation, then
we would invert the P equation and be led to a generating function of the second kind.
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The derivatives of P are derivatives of ψ from Eq. (9.88) considered as a function
of q and Q(q, p). Hence, the Poisson bracket can be written

[Q, P] = ∂Q

∂q

∂ψ

∂Q

∂Q

∂p
− ∂Q

∂p

(
∂ψ

∂q
+ ∂ψ

∂Q

∂Q

∂q

)
,

or, consolidating terms, as

[Q, P] = ∂ψ

∂Q

(
∂Q

∂q

∂Q

∂p
− ∂Q

∂p

∂Q

∂q

)
− ∂Q

∂p

∂ψ

∂q
,

and therefore

1 = −∂Q

∂p

∂ψ

∂q
. (9.93)

Combining Eqs. (9.92) and (9.93), we have

∂Q

∂p

∂φ

∂Q
= −∂Q

∂p

∂ψ

∂q
.

Since the partial derivative of Q with respect to p is the same on both sides of the
equation, that is, the other variable being held constant is q in both cases, and since
the derivative doesn’t vanish (else the Q equation could not be inverted), it follows
that Eq. (9.90) must be true. Thus, from the value of the fundamental Poisson
bracket [Q, P], which we have seen is equivalent to the symplectic condition, we
are led to the existence of a generating function. The two approaches to canonical
transformations, though arrived at independently, are fully equivalent.

9.6 EQUATIONS OF MOTION, INFINITESIMAL CANONICAL
TRANSFORMATIONS, AND CONSERVATION THEOREMS
IN THE POISSON BRACKET FORMULATION

Almost the entire framework of Hamiltonian mechanics can be restated in terms
of Poisson brackets. As a result of the canonical invariance of the Poisson brack-
ets, the relations so obtained will also be invariant in form under a canonical
transformation. Suppose, for example, we look for the total time derivative of
some function of the canonical variables and time, u(q, p, t), by use of Hamil-
ton’s equations of motion:

du

dt
= ∂u

∂qi
q̇i + ∂u

∂pi
ṗi + ∂u

∂t
= ∂u

∂qi

∂H

∂pi
− ∂u

∂pi

∂H

∂qi
+ ∂u

∂t
,

or

du

dt
= [u, H ] + ∂u

∂t
. (9.94)
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In terms of the symplectic notation, the derivation of Eq. (9.94) would run

du

dt
= ∂u

∂h
ḣ+ ∂u

∂t
= ∂u

∂h
J
∂H

∂h
+ ∂u

∂t
,

from whence Eq. (9.94) follows, by virtue of (9.68). Equation (9.94) may be
looked on as the generalized equation of motion for an arbitrary function u in
the Poisson bracket formulation. It contains Hamilton’s equations as a special
case when for u we substitute one of the canonical variables

q̇i = [qi , H ], ṗi = [pi , H ], (9.95a)

or, in symplectic notation,

ḣ = [h, H ]. (9.95b)

That Eq. (9.95b) is identical with Hamilton’s equations of motion may be seen
directly from the observation that by the definition of the Poisson bracket,
Eq. (8.39), we have

[h, H ] = J
∂H

∂h
, (9.96)

so that Eq. (9.95b) is simply another way of writing Eq. (8.31). Another familiar
property may be obtained from Eq. (9.94) by taking u as H itself. Equation (9.94)
then says that

d H

dt
= ∂H

∂t
,

as was obtained previously in Eq. (8.41).
Note that the generalized equation of motion is canonically invariant; it is valid

in whatever set of canonical variables q, p is used to express the function u or to
evaluate the Poisson bracket. However, the Hamiltonian used must be appropriate
to the particular set of canonical variables. Upon transforming to another set of
variables by a time-dependent canonical transformation, we must also change to
the transformed Hamiltonian K .

If u is a constant of the motion, then Eq. (9.94) says it must have the property

[H, u] = ∂u

∂t
. (9.97)

All functions that obey Eq. (9.97) are constants of the motion, and conversely the
Poisson bracket of H with any constant of the motion must be equal to the explicit
time derivative of the constant function. We thus have a general test for seeking
and identifying the constants of the system. For those constants of the motion not
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involving the time explicitly, the test of Eq. (9.97) reduces to requiring that their
Poisson brackets with the Hamiltonian vanish, that is, [H, u] = 0.*

If two constants of the motion are known, the Jacobi identity provides a possi-
ble way for obtaining further constants. Suppose u and v are two constants of the
motion not explicitly functions of time. Then if w in Eq. (9.75e) is taken to be H ,
the Jacobi identity says

[H, [u, v]] = 0;

that is, the Poisson bracket of u and v is also a constant in time. Even when
the conserved quantities depend upon time explicitly, it can be shown with a bit
more algebra (cf. Exercise 30) that the Poisson bracket of any two constants of the
motion is also a constant of the motion (Poisson’s theorem). Repeated application
of the Jacobi identity in this manner can in principle lead to a complete sequence
of constants of the motion. Quite often, however, the process is disappointing.
The Poisson bracket of u and v frequently turns out to be a trivial function of u
and v themselves, or even identically zero. Still, the possibility of generating new
independent constants of motion by Poisson’s theorem should be kept in mind.

The Poisson bracket notation can also be used to reformulate the basic equa-
tions of an infinitesimal canonical transformation. As discussed above (Sec-
tion 9.4), such a transformation is a special case of a transformation that is a
continuous function of a parameter, starting from the identity transformation at
some initial value of the parameter (which may, for convenience, be set equal
to zero). If the parameter is small enough to be treated as a first-order infinitesi-
mal, then the transformed canonical variables differ only infinitesimally from the
initial coordinates:

z = h+ δh (9.98)

with the change being given in terms of the generator G through Eq. (9.63c):

δh = εJ
∂G(h)
∂h

.

Now, by the definition (9.68) of the Poisson bracket, it follows that

[h, u] = J
∂u

∂h
(9.99)

(cf. Eq. (9.96)), a relation that remains valid when the Poisson bracket is evaluated
in terms of any other canonical variables. If u is taken to be G, it is seen that the
equations of transformation for an infinitesimal canonical transformation can be

*In view of the “correspondence principle” between the classical Poisson bracket and the quantum
commutator, it is seen that this statement corresponds to the well-known quantum theorem that con-
served quantities commute with the Hamiltonian.
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written as

δh = ε[h,G]. (9.100)

Consider now an infinitesimal canonical transformation in which the contin-
uous parameter is t (as was done in proving the symplectic condition) so that
ε = dt , and let the generating function G be the Hamiltonian. Then the equations
of transformation for this I.C.T. become, by Eq. (9.100),

δh = dt[h, H ] = ḣ dt = dh. (9.101)

These equations state that the transformation changes the coordinates and
momenta at the time t to the values they have at the time t + dt . Thus, the
motion of the system in a time interval dt can be described by an infinitesimal
contact transformation generated by the Hamiltonian. Correspondingly, the sys-
tem motion in a finite time interval from t0 to t is represented by a succession of
infinitesimal contact transformations, which, as we have seen, is equivalent to a
single finite canonical transformation. Thus, the values of q and p at any time
t can be obtained from their initial values by a canonical transformation that is a
continuous function of time. According to this view, the motion of a mechanical
system corresponds to the continuous evolution or unfolding of a canonical trans-
formation. In a very literal sense, the Hamiltonian is the generator of the system
motion with time.

Conversely, there must exist a canonical transformation from the values of
the coordinates and momenta at any time t to their constant initial values.
Obtaining such a transformation is obviously equivalent to solving the prob-
lem of the system motion. At the beginning of the chapter it was pointed out
that a mechanical problem could be reduced to finding the canonical transfor-
mation for which all momenta are constants of the motion. The present con-
siderations indicate the possibility of an alternative solution by means of the
canonical transformation for which both the momenta and coordinates are con-
stants of the motion. These two suggestions will be elaborated in the next chapter
in order to show how formal solutions may be obtained for any mechanical
problem.

Implicit to this discussion has been an altered way of looking at a canonical
transformation and the effect it produces. The notion of a canonical transforma-
tion was introduced as a change of the coordinates used to characterize phase
space. In effect, we switched from one phase space η with coordinates (q, p) to
another, ζ , with coordinates (Q, P). If the state of the system at a given time
was described by a point A in one system, it could also be described equally
well by the transformed point A′ (cf. Fig. 9.2). Any function of the system vari-
ables would have the same value for a given system configuration whether it was
described by the (q, p) set or by the (Q, P) set. In other words, the function would
have the same value at A′ as at A. In analogy to the corresponding description
of orthogonal transformations, we may call this the passive view of a canonical
transformation.
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FIGURE 9.2 The passive view of a canonical transformation.

In contrast, we have spoken of the canonical transformation generated by the
Hamiltonian as relating the coordinates of one point in phase space to those of
another point in the same phase space. From this viewpoint, the canonical trans-
formation accomplishes, in the mathematician’s language, a mapping of the points
of phase space onto themselves. In effect, we have an active interpretation of the
canonical transformation as “moving” the system point from one position, with
coordinates (q, p), to another point, (Q, P), in phase space (cf. Fig. 9.3). Of
course, the canonical transformation in itself cannot move or change the system
configuration. What it does is express one configuration of the system in terms of
another. With some classes of canonical transformation, the active viewpoint is
not helpful. For example, the point transformation from Cartesian coordinates to
spherical polar coordinates is a canonical transformation of the passive type, and
an “active” interpretation of it would border on the ludicrous.

The active viewpoint is particularly useful for transformations depending con-
tinuously on a single parameter. On the active interpretation, the effect of the
transformation is to “move” the system point continuously on a curve in phase
space as the parameter changes continuously. When the generator of the associ-
ated I.C.T. is the Hamiltonian, the curve on which the system point moves is the
trajectory of the system in phase space.

FIGURE 9.3 The active view of a canonical transformation.
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If we pose the question, How does a function change under a canonical trans-
formation? the answer depends on whether we should take an active or a passive
point of view. From the passive point of view, the function changes in form, or in
functional dependence, but it does not change in value. This is because in general
the function, call it U , has a different functional dependence on (Q, P) than it
does on (q, p). Its value however remains the same at the corresponding points
U (q0, p0) and U (Q0, P0) since Q0 = Q(q0, p0) and P0 = P(q0, p0), so both
sets of coordinates refer to the same physical location in phase space but use dif-
ferent coordinates to describe the phase space.

In contrast to this, if we consider the canonical transformation from an active
point of view, then we are talking about a translation of the system from point A
to point B, from position (qA, pA) to position (qB, pB). From this point of view,
the function U (q, p) does not change its functional dependence upon position
and momentum, rather it changes its values as a result of replacing the values
(qA, pA) by (qB, pB) in the function U (q, p), There are then two distinct phase
spaces, one using (q, p) and the other using (Q, P). The transformation for-
malism uses the notation (q, p) for the variables at point A and (Q, P) for the
variables at point B. This is analogous to a passive rotation in coordinate space
corresponding to the rotation of the coordinate axes relative to a stationary object,
and an active rotation corresponding to rotating an object relative to a fixed coor-
dinate system.

We shall use the symbol ∂ to denote a change in the value of a function under
an “active” infinitesimal canonical transformation:

∂u = u(B)− u(A), (9.102)

where of course A and B will be infinitesimally close. Using the matrix notation
for the canonical variables, the change in the function value under an I.C.T. would
be defined as

∂u = u(h+ δh)− u(h).

Expanding in a Taylor series and retaining terms in first-order infinitesimals, we
have, by virtue of Eq. (9.63c),

∂u = ∂u

∂h
δh = ε

∂̃u

∂h
J
∂G

∂h
.

Recalling the definition of the Poisson bracket, Eq. (9.68), we see that the change
can be written as

∂u = ε[u,G]. (9.103)

An immediate application of Eq. (9.103) is to take for u one of the phase space
coordinates themselves (or the matrix of the coordinates). We then have, by
Eq. (9.100),

∂h = ε[h,G] = δh.
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Of course, this result is obvious from the definition of the point B in relation to
A; the “change” in the coordinates from A to B is just the infinitesimal difference
between the old and new coordinates.

These considerations must be generalized somewhat in talking about the
“change in the Hamiltonian.” Recall that the designation “Hamiltonian” does not
mean a specific function, the same in all coordinate systems. Rather it refers to
that function which in the given phase space defines the canonical equations of
motion. Where the canonical transformation depends upon the time, the very
meaning of “Hamiltonian” is also transformed. Thus, H(A) goes over not into
H(A′) but into K (A′), and H(A) will not necessarily have the same value as
K (A′). In such a case, we shall mean by ∂H in effect the difference in the value
of the Hamiltonian under the two interpretations:

∂H = H(B)− K (A′). (9.104)

Where the function itself does not change under the canonical transformation the
two forms for the change, Eqs. (9.102) and (9.104), are identical since u(A′) =
u(A). In general, K is related to H by the equation

K = H + ∂F

∂t
,

where for an I.C.T. the generating function is given by Eq. (9.62) in terms of G.
Since only G in that equation can be an explicit function of time, the value of the
new Hamiltonian is given by

K (A′) = H(A′)+ ε ∂G

∂t
= H(A)+ ε ∂G

∂t
,

and the change in the Hamiltonian is

∂H = H(B)− H(A)− ε ∂G

∂t
. (9.105)

Following along the path that led from Eq. (9.103), we see that ∂H is given by

∂H = ε[H,G] − ε ∂G

∂t
. (9.106)

From the generalized equation of motion, Eq. (9.106), with G as u, it follows
finally that the change in H is

∂H = −ε dG

dt
. (9.107)

If G is a constant of the motion, Eq. (9.107) says that it generates an infinites-
imal canonical transformation that does not change the value of the Hamiltonian.
Equivalently, the constants of the motion are the generating functions of those
infinitesimal canonical transformations that leave the Hamiltonian invariant.
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Implied in this conclusion is a connection between the symmetry properties of
the system and conserved quantities, a connection that is simplest to see for
constants of the motion not explicitly depending upon time. The change in the
Hamiltonian under the transformation is then simply the change in the value of
the Hamiltonian as the system is moved from configuration A to configuration
B. If the system is symmetrical under the operation that produces this change of
configuration, then the Hamiltonian will obviously remain unaffected under the
corresponding transformation. To take a simple example, if the system is sym-
metrical about a given direction, then the Hamiltonian will not change in value
if the system as a whole is rotated about that direction. It follows then that the
quantity that generates (through an I.C.T.) such a rotation of the system must be
conserved. The rotational symmetry of the system implies a particular constant of
the motion. This is not the first instance of a connection between constants of the
motion and symmetry characteristics. We encountered it previously (Sections 2.6,
8.2) in connection with the conservation of generalized momenta. Here, however,
the theorem is more elegant, and more complete, for it embraces all independent
constants of the motion and not merely the conserved generalized momenta.

The momentum conservation theorems appear now as a special case of the
general statement: If a coordinate qi is cyclic, the Hamiltonian is independent
of qi and will certainly be invariant under an infinitesimal transformation that
involves a displacement of qi alone. Consider, now, a transformation generated
by the generalized momentum conjugate to qi :

G(q, p) = pi . (9.108)

By Eqs. (9.63a and b), the resultant infinitesimal canonical transformation is

δq j = εδi j ,

δpi = 0, (9.109)

that is, exactly the required infinitesimal displacement of qi and only qi . We read-
ily recognize this as the familiar momentum theorem: If a coordinate is cyclic, its
conjugate momentum is a constant of the motion. The observation that a displace-
ment of one coordinate alone is generated by the conjugate momentum may be
put in a slightly expanded form. If the generating function of an I.C.T. is given by

Gl = (Jh)l = Jlrηr , (9.110)

then the equations of transformation as obtained from Eq. (9.63c) appear as

δηk = ε Jks
∂Gl

∂ηs
= ε Jks Jlrδrs = ε Jks Jls .

By virtue of the orthogonality of J, these reduce finally to

δηk = εδkl; (9.111)
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that is, a displacement of any canonical variables ηl alone is generated in terms of
the conjugate variable in the form given by Eq. (9.110). Of course, if ηl is qi , G
from Eq. (9.110) is just pi , and if ηl is pi , G is then −qi .

As a specific illustration of these concepts, let us consider again the infinites-
imal contact transformation of the dynamical variables that produces a rotation
of the system as a whole by an angle dθ . The physical significance of the corre-
sponding generating function cannot depend upon the choice of initial canonical
coordinates,* and it is convenient to use for this purpose the Cartesian coordinates
of all particles in the system. Nor will there be any loss in generality if the axes are
so oriented that the infinitesimal rotation is along the z axis. For an infinitesimal
counterclockwise rotation of each particle, the change in the position vectors is to
be found from the infinitesimal rotation matrix of Eq. (4.69). With a rotation only
about the z axis, the changes in the particle coordinates are

δxi = −yi dθ, δyi = xi dθ, δzi = 0. (9.112a)

The effect of the transformation on the components of the Cartesian vectors
formed by the momenta conjugate to the particle coordinates is similarly given
by

δpix = −piy dθ, δpiy = pix dθ, δpiz = 0. (9.112b)

Comparing these transformation equations with Eqs. (9.63a and b), it is seen that
the corresponding generating function is

G = xi piy − yi pix , (9.113)

with dθ as the infinitesimal parameter ε. For a direct check, note that

δxi = dθ
∂G

∂pix
= −yi dθ, δpix = −dθ

∂G

∂xi
= −piy dθ,

δyi = dθ
∂G

∂piy
= xi dθ, δpiy = −dθ

∂G

∂yi
= pix dθ,

agreeing with Eqs. (9.112). The generating function (9.113) in addition has the
physical significance of being the z-component of the total canonical angular
momentum:

G = Lz ≡ (ri × pi )z . (9.114)

Since the z axis was arbitrarily chosen, we can state that the generating function
corresponding to an infinitesimal rotation about an axis denoted by the unit vector

*This can most easily be seen from the canonically invariant Eq. (9.100). The change in the canonical
variable ηi remains the same no matter in what set of canonical variables G is expressed.
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n is

G = L ? n. (9.115)

Note that the canonical angular momentum as defined here may differ from
the mechanical angular momentum. If the forces on the system are derivable from
velocity-dependent potentials, then the canonical momentum vectors pi are not
necessarily the same as the linear momentum vectors, and L in Eqs. (9.114) and
(9.115) may not be the same as the mechanical angular momentum. The result
obtained here is therefore a generalization of the conclusion given in Section 2.6
that the momentum conjugate to a rotation coordinate is the corresponding com-
ponent of the total angular momentum. The proof presented there was restricted
to systems with velocity-independent potentials. By virtue of Eqs. (9.108) and
(9.109), we can now conclude that the momentum conjugate to a generalized
coordinate that measures the rotation of the system as a whole about an axis n is
the component of the total canonical angular momentum along the same axis. Just
as the Hamiltonian is the generator of a displacement of the system in time, so the
angular momentum is the generator of the spatial rotations of the system.

It has already been noted that on the “active” interpretation a canonical trans-
formation depending upon a parameter “moves” the system point along a con-
tinuous trajectory in phase space. Since the finite transformation can be looked
on as the sum of an infinite succession of infinitesimal canonical transformations,
each corresponding to an infinitesimal displacement along the curve, it should
therefore be possible formally to obtain the finite transformation by integrating
the expression for the infinitesimal displacements. We can do this by noting that
each point on the trajectory in phase space corresponds to a particular value of
the parameter, which we shall call α, starting from the initial system configura-
tion denoted by α = 0. If u is some function of the system configuration, then u
will be a continuous function of α along the trajectory , u(α), with initial value
u0 = u(0). (For simplicity, we shall consider u as not depending explicitly upon
time.) Equation (9.103) for the infinitesimal change of u on the trajectory can be
written as

∂u = dα[u,G],

or as a differential equation in the variable α:

du

dα
= [u,G]. (9.116)

We can get u(α), and therefore the effect of the finite canonical transformation,
by integrating this differential equation. A formal solution may be obtained by
expanding u(α) in a Taylor series about the initial conditions:

u(α) = u0 + α du

dα

∣∣∣
0
+ α2

2

d2u

dα2

∣∣∣
0
+ α3

3

d3u

dα3

∣∣∣
0
+ · · · .
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By Eq. (9.116), we have

du

dα

∣∣∣
0
= [u,G]0,

the zero subscript meaning that the value of the Poisson bracket is to be taken at
the initial point, α = 0. Repeated application of Eq. (9.116), taking [u,G] itself
as a function of the system configuration, gives

d2u

dα2
= [[u,G],G],

and the process can be repeated to give the third derivative of u and so on. The
Taylor series for u(α) thus leads to the formal series solution

u(α) = u0 + α[u,G]0 +
α2

2
[[u,G],G]0 +

α3

3
[[[u,G],G],G]0 + · · · . (9.117)

If for u we take any of the canonical variables ζi , with u0 the starting set of vari-
ables ηi , then Eq. (9.115) is a prescription for finding the transformation equations
of the finite canonical transformation generated by G.

It is not difficult to find specific examples showing that this procedure actu-
ally works. Suppose for G we take Lz , so that the final canonical transformation
should correspond to a finite rotation about the z axis. The natural parameter to
use for α is the rotation angle. For u, let us take the x-coordinate of the i th particle
in the system. Either by direct evaluation of the Poisson brackets or by inference
from Eqs. (9.112a), it is easy to see that

[Xi , Lz] = −Yi , [Yi , Lz] = Xi , (9.118)

where capital letters have been used to denote the coordinates after some rotation
θ , that is, the final coordinate. The initial coordinates, that is, before rotation, are
as usual represented by lowercase letters. It follows then that

[Xi , Lz]0 = −yi ,

[[Xi , Lz], Lz]0 = −[Yi , Lz]0 = −xi ,

[[[Xi , Lz], Lz], Lz]0 = −[Xi , Lz]0 = yi ,

and so on. The series representation for Xi thus becomes

Xi = xi − yiθ − xi
θ2

2
+ yi

θ3

3
+ xi

θ4

4
− · · ·

= xi

(
1 − θ2

2
+ θ4

4
− · · ·

)
− yi

(
θ − θ3

3
+ · · ·

)
.
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The two series will be recognized as the expansion for the cosine and sine,
respectively. Hence, the equation for the finite transformation of Xi is

Xi = xi cos θ − yi sin θ,

which is exactly what we would expect for the finite rotation of a vector counter-
clockwise about the z axis.

For another example, let us consider the situation when G = H and the
parameter is the time. Equation (9.116) then reduces to the equation of motion
for u:

du

dt
= [u, H ],

with the formal solution

u(t) = u0 + t[u, H ]0 +
t2

2
[[u, H ], H ]0 +

t3

3
[[[u, H ], H ], H ]0 + · · · . (9.119)

Here the subscript zero refers to the initial conditions at t = 0.
Let us apply this prescription to the simple problem of one-dimensional motion

with a constant acceleration a, for which the Hamiltonian is

H = p2

2m
− max,

with u as the position coordinate x . The Poisson brackets needed in Eq. (9.119)
are easy to evaluate directly or from the fundamental brackets:

[x, H ] = p

m
,

[[x, H ], H ] = 1

m
[p, H ] = a.

Because this last Poisson bracket is a constant, all higher-order brackets vanish
identically and the series terminates, with the complete solution being given by

x = x0 + p0t

m
+ at2

2
.

Remembering that p0/m = v0, this will be recognized as the familiar elementary
solution to the problem.

It may be felt that what we have done here is a tour de force, a mere vir-
tuoso performance. There is force to the objection. We would not propose the
formal series solution, Eq. (9.119), as the preferred method for solving realis-
tic problems in mechanics. It is surely one of the most recondite procedures we
can conceive of for solving the easiest of freshman physics problems! Nonethe-
less, the technique provides insights into the structure of classical mechanics as
based on canonical transformation theory. The series expansion shows directly
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that infinitesimal canonical transformations can generate finite canonical trans-
formations, depending on a parameter, and thus lead to solutions to the equations
of motion. Of particular interest for the relation between classical and quantum
mechanics is the observation that the series in Eqs. (9.117) or (9.119) bear a fam-
ily resemblance to the series for an exponential. The nest of Poisson brackets in
the nth term can be considered as the nth repeated application (from the right!)
of the operator [ ,G], or the nth power of the operator. Equation (9.119), for
example, could symbolically be written as

u(t) = ueĤt
∣∣∣
0
. (9.120)

The exponential here means no more than its series representations and the
symbol Ĥ is used to indicate the operator [ , H ]. What we have here is very rem-
iniscent of the Heisenberg picture in quantum mechanics where the u(t) become
time-varying operators, whose time dependence is given in terms of exp[i Ht/�]
in such a manner as to lead to the same equation of motion, Eq. (9.94). (The
additional factor i/� arises out of the correspondence between the classical Pois-
son bracket and the quantum commutator.) The Poisson bracket formulation of
mechanics is thus the classical analog of the Heisenberg picture of quantum
mechanics.

9.7 THE ANGULAR MOMENTUM POISSON BRACKET RELATIONS

The identification of the canonical angular momentum as the generator of a
rigid rotation of the system leads to a number of interesting and important
Poisson bracket relations. Equations (9.103) for the change of a function u
under an infinitesimal canonical transformation (on the “active” view) is also
valid if u is taken as the component of a vector along a fixed axis in ordinary
space. Thus, if F is a vector function of the system configuration, then (cf. Eq.
(9.116))

∂Fi = dα[Fi ,G].

Note that the direction along which the component is taken must be fixed, that is,
not affected by the canonical transformation. If the direction itself is determined
in terms of the system variables, then the transformation changes not only the
value of the function but the nature of the function, just as with the Hamiltonian.
With this understanding the change in a vector F under a rotation of the system
about a fixed axis n, generated by L ? n, can be written in vector notation (cf. Eq.
(9.115))

∂F = dθ [F,L ? n]. (9.121)

To put it in other words, Eq. (9.121) implies that the unit vectors i, j, k that form
the basis set for F are not themselves rotated by L ? n.
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The words describing what is meant by Eq. (9.121) must be chosen carefully
for another reason. What is spoken of is the rotation of the system under the
I.C.T., not necessarily the rotation of the vector F. The generator L ? n induces a
spatial rotation of the system variables, not for example of some external vector
such as a magnetic field or the vector of the acceleration of gravity. Under what
conditions then does L ? n generate a spatial rotation of F? The answer is clear—
when F is a function only of the system variables (q, p) and does not involve any
external quantities or vectors not affected by the I.C.T. Only under these condi-
tions does a spatial rotation imply a corresponding rotation of F. We shall des-
ignate such vectors as system vectors. The change in a vector under infinitesimal
rotation about an axis n has been given several times before (cf. Eq. (2.50) and
Eq. (4.75)):

dF = n dθ 3F.

For a system vector F, the change induced under an I.C.T. generated by L ? n can
therefore be written as

∂F = dθ [F,L ? n] = n dθ 3F. (9.122)

Equation (9.122) implies an important Poisson bracket identity obeyed by all sys-
tem vectors:

[F,L ? n] = n3F. (9.123)

Note that in Eq. (9.123) there is no longer any reference to a canonical transfor-
mation or even to a spatial rotation. It is simply a statement about the value of
certain Poisson brackets for a specific class of vectors and, as such, can be veri-
fied by direct evaluation in any given case. Suppose, for example, we had a system
of an unconstrained particle and used the Cartesian coordinates as the canonical
space coordinates. Then the Cartesian vector p is certainly a suitable system vec-
tor. If n is taken as a unit vector in the z direction, then by direct evaluation we
have

[px , xpy − ypx ] = −py,

[py, xpy − ypx ] = px ,

[pz, xpy − ypx ] = 0.

The right-hand sides of these identities is clearly the same as the components of
n3 p, as predicted by Eq. (9.123).

On the other hand, suppose that in the same problem we tried to use for F
the vector A = 1

2 (r3B) where B = Bi is a fixed vector along the x axis.
The vector A will be recognized as the vector potential corresponding to a uni-
form magnetic field B in the x-direction. As A depends upon a vector external
to the system, we would expect it not to fit the characteristics of a system vector
and Eq. (9.123) should not hold for it. Indeed, we see that the Poisson brackets
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involved are here

[0, xpy − ypx ] = 0,[
1
2 zB, xpy − ypx

]
= 0,[

− 1
2 y B, xpy − ypx

]
= − 1

2 Bx,

whereas the vector n3A has instead the components (− 1
2 Bz, 0, 0).

The relation (9.123) may be expressed in various notations. Perhaps the most
advantageous is a form using the Levi–Civita density to express the cross product
(cf. Eq. (4.77′)). The i th component of Eq. (9.123) for arbitrary n then can be
written

[Fi , L j n j ] = εi jkn j Fk, (9.124)

which implies the simple result

[Fi , L j ] = εi jk Fk . (9.125)

An alternative statement of Eq. (9.125) is to note that if l, m, n are three indices
in cyclic order, then

[Fl , Lm] = Fn, l,m, n in cyclic order. (9.125′)

Another consequence of Eq. (9.123) relates to the dot product of two system
vectors: F ?G. Being a scalar, such a dot product should be invariant under rota-
tion, and indeed the Poisson bracket of the dot product with L ? n is easily shown
to vanish:

[F ?G,L ? n] = F ? [G,L ? n] + G ? [F,L ? n]

= F ? n3G + G ? n3F

= F ? n3G + F ?G3 n

= 0. (9.126)

The magnitude of any system vector therefore has a vanishing Poisson bracket
with any component of L.

Perhaps the most frequent application of these results arises from taking F to
be the vector L itself. We then have

[L,L ? n] = n3L, (9.127)

[Li , L j ] = εi jk Lk, (9.128)

and

[L2,L ? n] = 0. (9.129)
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A number of interesting consequences follow from Eqs. (9.127)

[p,L ? n] = n3 p

[pi , L j ] = εi jk pk .

If Lx and L y are constants of the motion, Poisson’s theorem then states that
[Lx , L y] = Lz is also a constant of the motion. Thus, if any two components of
the angular momentum are constant, the total angular momentum vector is con-
served. As a further instance, let us assume that in addition to Lx and L y being
conserved there is a Cartesian vector of canonical momentum p with pz a con-
stant of the motion. Not only is Lz conserved but we have two further constants
of the motion:

[pz, Lx ] = py

and

[pz, L y] = −px ,

that is, both L and p are conserved. We have here an instance in which Poisson’s
theorem does yield new constants of the motion. Note, however, that if px , py ,
and Lz were the given constants of the motion, then their Poisson brackets are

[px , py] = 0,

[px , Lz] = −py,

[py, Lz] = px .

Here no new constants can be obtained from Poisson’s theorem.
Recall from the fundamental Poisson brackets, Eqs. (9.69), that the Pois-

son bracket of any two canonical momenta must always be zero. But, from
Eq. (9.128), Li does not have a vanishing Poisson bracket with any of the other
components of L. Thus, while we have described L as the total canonical angu-
lar momentum by virtue of its definition as ri 3 pi (summed over all particles),
no two components of L can simultaneously be canonical variables. However,
Eq. (9.129) shows that any one of the components of L, and its magnitude L , can
be chosen to be canonical variables at the same time.*

*It has been remarked previously that the correspondence between quantum and classical mechanics is
such that the quantum mechanical commutator goes over essentially into the classical Poisson bracket
as h → 0. Much of the formal structure of quantum mechanics appears as a close copy of the Poisson
bracket formulation of classical mechanics. All the results of this section therefore have close quantum
analogs. For example, the fact that two components of L cannot be simultaneous canonical momenta
appears as the well-known statement that Li and L j cannot have simultaneous eigenvalues. But L2

and any Li can be quantized together. Indeed, most of these relations are known far better in their
quantum form than as classical theorems.
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9.8 SYMMETRY GROUPS OF MECHANICAL SYSTEMS

It has already been pointed out that canonical transformations form a group.
Canonical transformations that are analytic functions of continuous parameters
form groups that are Lie groups. A Lie group with continuous parameters, θi ,
has associated with it a flat vector space whose basis vectors, ui , constitute a Lie
algebra satisfying the previously given condition on the Poisson bracket

[ui , u j ] =
∑

k

ci j
kuk . (9.77)

The elements, Q(θi ), of the associated Lie group are related to the elements of
the Lie algebra by

Q(θi ) = exp

(
i

2

∑
θi ui

)
. (9.130)

The definitions of Lie groups and Lie algebras are considered in more detail in
Appendix B.

In Chapter 4 of the first two editions of this text, an extensive discussion was
given of the Pauli matrix representation of the rotational group in three dimensions
where the Pauli matrices that form the basis,

σx =
(

0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)

are both hermitian (the matrix is equal to its own transpose complex conjugate)
and unitary (the transpose complex conjugate of the matrix is the inverse). These
matrices have the properties*

[σi , σ j ] = 2iσk

for i , j , and k a cyclic permutation of x , y, and z. The structure constants are thus
ci j

k = 2iεi jk and σ 2
i = 1, the unit 2 × 2 matrix. The Euler angles can be used

as the parameters that generate the group elements. For a rotation in the y-z plane
we have, for example,

Q(θ) = 1 cos
θ

2
+ iσx sin

θ

2
=

⎛
⎜⎜⎝

cos
θ

2
i sin

θ

2

i sin
θ

2
cos

θ

2

⎞
⎟⎟⎠ .

*Some physicists define a Lie algebra with the expression [ul , u j ] = i
∑

k cl j
kuk instead of

Eq. (9.77). This makes the structure constants in the following discussion real. Many mathematicians
omit the i = √−1 in the definition. The present text follows the latter convention.
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In this formalism, vectors are represented by 2 × 2 matrices of the form

V(x,y,z) =
(

Vz Vx − iVy

Vx + iVy −Vz

)
,

and a rotation is performed by a similarity transformation

V(x ′,y′,z′) = Q(θ)V(x,y,z)Q
†(θ),

where Q† is the adjoint, or complex conjugate transpose of the matrix Q.
The 2 × 2 matrices Q are unitary with determinant +1, so they constitute a

representation of the special unitary group in two dimensions, SU(2). The set
of unitary 2 × 2 matrices with determinant either +1 or −1 has twice as many
elements (both infinite in number), which form the full unitary group U(2) in two
dimensions. This group of 2 × 2 rotatation matrices has the same properties as
the group of the associated infinitesimal canonical transformations (I.C.T.). It is
customary to work primarily with the I.C.T.’s as they are easier to handle. The
Lie groups of I.C.T.’s whose generators are the constants of the motion of the
system are known as the symmetry groups of the system for, as we have seen, such
transformations leave the Hamiltonian invariant. Finding the symmetry groups of
a system goes a long way toward solving the problem of its classical motion and
is even closer to a solution of the quantum-mechanical problem.

A system with spherical symmetry is invariant under rotation about any axis, so
it can be represented by the group SU(2) as discussed above. Of more practical use
is the set of the usual 3×3 rotation matrices with determinant +1, which represent
the special rotation group in three dimensions R(3) ≡ SO(3). The vector L is
conserved in such a system in accord with our identification of the components of
L as the generators of spatial rotations. For the group of transformations generated
by Li , Eq. (9.128) shows that the structure constants are ci j

k = εi jk , and it is this
relationship that stamps the group as being the rotation group in three dimensions.
Thus, the matrix generators Mi of infinitesimal rotations, Eqs. (4.79), have been
seen to obey the commutation relations, Eq. (4.80),

[Mi ,M j ] = εi jkMk, (4.80)

that is, with the same structure constants as for Li . The quantities Li and Mi

are different physically; the brackets in Eqs. (9.125) and (4.80) refer to different
operations (although they share the same significant algebraic properties). But
the identity of the structure constants for Li and Mi (cf. Eqs. (9.128) and (4.80))
shows that they have the same group structure, that of SO(3).

For the bound Kepler problem, we have seen (Section 3.9) that there exists
in addition to L another conserved vector quantity, A, the Laplace-Runge–Lenz
vector defined by Eq. (3.82)

A = p3L − mkr
r
. (3.82)
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The Poisson bracket relations of the components of A with themselves and with
the components of L can be obtained in a straightforward manner. Since A clearly
qualifies as a system vector, we immediately have the bracket relations

[Ai , L j ] = εi jk Ak . (9.131)

The Poisson brackets of the components of A among themselves cannot be
obtained by any such simple stratagem, but after a fair amount of tedious manip-
ulation it is found that*

[A1, A2] = −
(

p2 − 2mk

r

)
L3. (9.132)

The quantity on the right in the parentheses will be recognized as 2m H , which
has the conserved value 2m E . If we therefore introduce a new constant vector D
defined as

D = A√−2m E
≡ A√

2m|E | (9.133)

(note that E is negative for bound motion!), then the components of D satisfy the
Poisson bracket relation

[D1, D2] = L3.

By cyclically permuting the indices, the complete set of Poisson brackets follows
immediately. Thus, the components of L and D together form a Lie algebra for the
bound Kepler problem, with structure constants to be obtained from the identities.

[Li , L j ] = εi jk Lk, (9.128)

[Di , L j ] = εi jk Dk, (9.134)

and

[Di , D j ] = εi jk Lk . (9.135)

An examination of the fundamental matrices for rotation will show that the
symmetry group for the bound Kepler problem is to be identified with the group
of four-dimensional real proper rotations, called the special orthogonal group of
dimension 4, which is usually designated as SO(4) or R(4). Such a transforma-
tion preserves the value of the scalar quadratic form xμxμ, where all the xμ are
real. An orthogonal transformation in four dimensions has 10 conditions on the
16 elements of the matrix with determinant ±1, so only 6 are independent. By

*Some reduction in the length of the derivation is obtained by identifying p3L as a system vector C,
and first evaluating the Poisson brackets [C1, (p3L)2] and [C1, r/r ] making use of the fundamental
Poisson brackets and Eqs. (9.125) to the utmost.
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looking on the infinitesimal transformation as being made up of a sequence of
rotations in the various planes, we can easily obtain the corresponding six gen-
erators. Three of them are rotations in the three distinct xi -x j planes and so cor-
respond to the Mi generators of Eqs. (4.79), except that there are added zeros in
the zeroth row and column. The remaining three generate infinitesimal rotations
in the x0-x1 planes. Thus, the generator matrix for an infinitesimal rotation in the
x0-x1 plane would be

N1 =

⎡
⎢⎢⎣

0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦ , (9.136)

with N2 and N3 given in corresponding fashion. Direct matrix multiplication
shows that these six matrices satisfy the commutator (or Lie bracket) relations

[Mi ,M j ] = εi jkMk,

[Ni ,M j ] = εi jkNk,

[Ni ,N j ] = εi jkMk,

with structure constants ci j
k = εi jk . Since these are the same as the Poisson

bracket relations, Eqs. (9.128), (9.134), and (9.135), the identification of the sym-
metry group of the bound Kepler problem with R(4) is thus proven.

Note that for the Kepler problem with positive energy (that is, scattering) A is
still a constant of the motion,* but the appropriate reduced real vector, instead of
D, is C defined as

C = A√
2m E

, (9.137)

and the Poisson bracket relations for L and C are now

[Li , L j ] = εi jk Lk,

[Ci , L j ] = εi jkCk, (9.138)

[Ci ,C j ] = −εi jk Lk .

These structure constants are the same as for the restricted Lorentz group, which
must therefore be the symmetry group for the positive energy Kepler problem—in
nonrelativistic mechanics. We must not read any kinship of physical ideas into this
happenstance. The Kepler problem does not contain in it the seed of the basic con-
ceptions of special relativity; it is purely a problem of nonrelativistic Newtonian
mechanics. That the symmetry group may involve a space of higher dimension
than ordinary space is connected with the fact that the symmetry we seek here

*The arguments of Section 3.9 are independent of the sign of either E or the force constant k.
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is one in the six-dimensional phase space. The symmetry group consists of the
canonical transformations in this space that leave the Hamiltonian unchanged. It
should not be surprising therefore that the group can be interpreted in terms of
transformations of spaces of more than three dimensions.

The two-dimensional isotropic harmonic oscillator is another mechanical sys-
tem for which a symmetry group is easily identified. In Cartesian coordinates, the
Hamiltonian for this system may be written as

H = 1

2m
(p2

x + m2ω2x2)+ 1

2m
(p2

y + m2ω2 y2). (9.139)

As it doesn’t depend on time explicitly, the Hamiltonian is constant and is equal
to the total energy of the system. The z axis is an axis of symmetry for the system,
and hence the angular momentum along that axis (which is in fact the total angular
momentum) is also a constant of motion:

L = xpy − ypx . (9.140)

Further constants of the motion exist for this problem that can be written as com-
ponents of a symmetrical two-dimensional tensor A defined as

Ai j = 1

2m
(pi p j + m2ω2xi x j ). (9.141)

Of the three distinct elements of the tensor, the diagonal terms may be identified
as the energies associated with the separate one-dimensional motions along the
x and y axes, respectively. Physically, as there is no coupling between the two
motions, the two energies must separately be constant. A little more formally, it
is obvious from the way in which H has been written in Eq. (9.139) that A11
and A22 each have a vanishing Poisson bracket with H . The off-diagonal element
of A,

A12 = A21 = 1

2m
(px py + m2ω2xy), (9.142)

is a little more difficult to recognize. That it is a constant of the motion may easily
be seen by evaluating the Poisson bracket with H . In relation to the separate x and
y motions, A11 and A22 are related to the amplitudes of the oscillations, whereas
A12 is determined by the phase difference between the two vibrations. Thus, the
solutions for the motion can be written as

x =
√

2A11

mω2
sin(ωt + θ1),

y =
√

2A22

mω2
sin(ωt + θ2),
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and it then follows from Eq. (9.142) that

A12 =
√

A11 A22 cos(θ2 − θ1). (9.143)

The trace of the A tensor is the total energy of the harmonic oscillator. Out of
the elements of the matrix, we can form two other distinct constants of the motion,
which it is convenient to write in the form

S1 = A12 + A21

2ω
= 1

2mω
(px py + m2ω2xy), (9.144)

S2 = A22 − A11

2ω
= 1

4mω

[
p2

y − p2
x + m2ω2(y2 − x2)

]
. (9.145)

To these we may add a third constant of the motion from Eq. (9.140):

S3 = L

2
= 1

2
(xpy − ypx ). (9.146)

The quantities Si plus the total energy H form four algebraic constants of the
motion not involving time explicitly. It is clear that not all of them can be inde-
pendent, because in a system of two degrees of freedom there can at most be only
three such constants. We know that the orbit for the isotropic harmonic oscillator
is an ellipse and three constants of the motion are needed to describe the param-
eters of the orbit in the plane—say, the semimajor axis, the eccentricity, and the
orientation of the ellipse. The fourth constant of motion relates to the passage of
the particle through a specific point at a given time and would therefore be explic-
itly time dependent. Hence, there must exist a single relation connecting Si and
H . By direct evaluation it is easy to show that*

S2
1 + S2

2 + S2
3 = H2

4ω2
. (9.147)

By straight forward manipulation of the Poisson brackets, we can verify that
the three Si quantities satisfy the relations

[Si , S j ] = εi jk Sk . (9.148)

These are the same relations as for the three-dimensional angular momentum vec-
tor, or for the generators of rotation in a three-dimensional space. The group of
transformations generated by Si may therefore be identified with R(3) or SO(3).
Actually, there is some ambiguity in the identification.

*An equivalent form of the condition Eq. (9.147) is that the determinant of A is L2ω2/4. It will be
recalled that similarly in the case of the Kepler problem, the components of the new vector constant
of motion A were not all independent of the other constants of the motion. There exist indeed two
relations linking A, L, and H , Eqs. (3.83) and (3.87).
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There is a homomorphism (in this case, a 2 to 1 mapping) between the
orthogonal unimodular group SO(3) also called the rotation group R(3) in three
dimensions and the unitary unimodular group* SU(2) in two dimensions. It turns
out that SU(2) is here more appropriate. To glimpse at the circumstances jus-
tifying this choice, note that Eq. (9.147) suggests there is a three-dimensional
space, each point of which corresponds to a particular set of orbital parameters.
For a given system energy, Eq. (9.147) says the orbit “points” in this space lie on
a sphere. The constants Si generate three-dimensional rotations on this sphere;
that is, they change one orbit into another orbit having the same energy. It may
be shown that S1 generates a transformation that changes the eccentricity of the
orbit and that for any given final eccentricity we can find two transformations
leading to it. It is this double-valued quality of the transformation that indicates
SU(2) rather than SO(3) is the correct symmetry group for the two-dimensional
harmonic oscillator.

For higher dimensions, the structure constants of the Lie algebras of the SO(n)
rotation groups and the SU(n) unitary groups are no longer identical, and a clear-
cut separation between the two can be made. For the three-dimensional isotropic
harmonic oscillator, there is again a tensor constant of the motion defined by
Eq. (9.141), except that the indices now run from 1 to 3. The distinct components
of this tensor, together with the components of L now satisfy Poisson bracket rela-
tions with the rather complicated structure constants that belong to SU(3). Indeed,
it is possible to show that for the n-dimensional isotropic harmonic oscillator the
symmetry group is SU(n).

It has previously been pointed out in Section 3.9 that there exists a connection
between the existence of additional algebraic constants of the motion—and there-
fore of higher-symmetry groups—and degeneracy in the motions of the system.
In the case of the Kepler and isotropic harmonic oscillator problems, the addi-
tional constants of the motion are related to parameters of the orbit. Unless the
orbit is closed, that is, the motion is confined to a single curve, we can hardly
talk of such orbital parameters. Only when the various components of the motion
have commensurate periods will the orbit be closed. The classic example is the
two-dimensional anisotropic oscillator. When the frequencies in the x and y direc-
tions are rational fractions of each other, the particle traverses a closed Lissajous
figure. But if the frequencies are incommensurate, the motion of the particle is
space-filling or ergodic, eventually coming as close as desired to any specific point
in the rectangle defined by the energies of motion in the two directions (ergotic
hypothesis). Attempts at finding complicated (and perhaps complex) symmetry
groups for incommensurate systems, applicable to all problems of the same num-
ber of degrees of freedom, have not yet proved fruitful. We shall have occasion
in Section 13.7 to consider further the relation between symmetry and invariance
when we discuss Noether’s theorem which gives a formal proof of the relation
between invariance and conserved quantities.

*A matrix is unitary if its inverse is its transpose complex conjugate, and a unimodular matrix is one
whose determinant is +1.
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9.9 LIOUVILLE’S THEOREM

As a final application of the Poisson bracket formalism, we shall briefly discuss
a fundamental theorem of statistical mechanics known as Liouville’s theorem.
While the exact motion of any system is completely determined in classical
mechanics by the initial conditions, it is often impracticable to calculate an exact
solution for complex systems. It would be obviously hopeless, for example, to
calculate completely the motion of some 1023 molecules in a volume of gas.
In addition, the initial conditions are often only incompletely known. We may
be able to state that at time t0 a given mass of gas has a certain energy, but
we cannot determine the initial coordinates and velocities of each molecule.
Statistical mechanics therefore makes no attempt to obtain a complete solution
for systems containing many particles. Its aim, instead, is to make predictions
about certain average properties by examining the motion of a large number
of identical systems. The values of the desired quantities are then computed
by forming averages over all the systems in the ensemble. All the members
of the ensemble are as like the actual systems as our imperfect knowledge
permits, but they may have any of the initial conditions that are consistent
with this incomplete information. Since each system is represented by a sin-
gle point in phase space, the ensemble of systems corresponds to a swarm of
points in phase space. Liouville’s theorem states that the density of systems
in the neighborhood of some given system in phase space remains constant in
time.

The density, D, as defined above can vary with time through two separate
mechanisms. Since it is the density in the neighborhood of a given system point,
there will be an implicit dependence as the coordinates of the system (qi , pi ) vary
with time, and the system point wanders through phase space. There may also be
an explicit dependence upon time. The density may still vary with time even when
evaluated at a fixed point in phase space. By Eq. (9.94), the total time derivative
of D, due to both types of variation with time, can be written as

d D

dt
= [D, H ] + ∂D

∂t
, (9.149)

where the Poisson bracket arises from the implicit dependence, and the last term
from the explicit dependence.

The ensemble of system points moving through phase space behaves much like
a fluid in a multidimensional space, and there are numerous similarities between
our discussion of the ensemble and the well-known notions of fluid dynamics.
In Eq. (9.149), the total derivative is a derivative of the density as we follow
the motion of a particular bit of the ensemble “fluid” in time. It is sometimes
referred to as the material or hydrodynamic derivative. On the other hand, the
partial derivative is at fixed (q, p); it is as if we station ourselves at a partic-
ular spot in phase space and measure the time variation of the density as the
ensemble of system points flows by us. These two derivatives correspond to two
viewpoints frequently used in considering fluid flow. The partial derivative at a
fixed point in phase space is in line with the Eulerian viewpoint that looks on
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the coordinates solely as identifying a point in space. The total derivative fits in
with the Lagrangian picture in which individual particles are followed in time; the
coordinates in effect rather identify a particle than a point in space. Basically, our
consideration of phase space has been more like the Lagrangian viewpoint; the
collection of quantities (q, p) identifies a system and its changing configuration
with time.

Consider an infinitesimal volume in phase space surrounding a given system
point, with the boundary of the volume formed by some surface of neighboring
system points at the time t = 0. Note that the surface of the volume is one-
dimension less than the volume. In the course of time, the system points defin-
ing the volume move about in phase space, and the volume contained by them
will take on different shapes as time progresses. The dashed curve in Fig. 9.4
indicates the evolution of the infinitesimal volume with time. It is clear that the
number of systems within the volume remains constant, for a system initially in-
side can never get out. If some system point were to cross the border, it would
occupy at some time the same position in phase space as one of the system
points defining the boundary surface. Since the subsequent motion of a system
is uniquely determined by its location in phase space at a particular time, the two
systems would travel together from there on. Hence, the system can never leave
the volume. By the same token, a system initially outside can never enter the
volume.

It has been shown that on the active picture of a canonical transformation, the
motion of a system point in time is simply the evolution of a canonical transfor-
mation generated by the Hamiltonian. The canonical variables (q, p) at time t2, as
shown in Fig. 9.4, are related to the variables at time t1 by a particular canonical
transformation. The change in the infinitesimal volume element about the system
point over the time interval is given by the same canonical transformation. Now,
Poincaré’s integral invariant, Eq. (9.86), says that a volume element in phase space
is invariant under a canonical transformation. Therefore, the size of the volume
element about the system point cannot vary with time.

FIGURE 9.4 Motion of a volume in two-dimensional phase space.
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Thus, both the number of systems in the infinitesimal region, d N , and the
volume, dV , are constants, and consequently the density

D = d N

dV

must also be constant in time, that is,

d D

dt
= 0,

which proves Liouville’s theorem. An alternative statement of the theorem follows
from Eq. (9.149) as

∂D

∂t
= −[D, H ]. (9.150)

When the ensemble of systems is in statistical equilibrium, the number of sys-
tems in a given state must be constant in time, which is to say that the density
of system points at a given spot in phase space does not change with time. The
variation of D with time at a fixed point corresponds to the partial derivative with
respect to t , which therefore must vanish in statistical equilibrium. By Eq. (9.150),
it follows that the equilibrium condition can be expressed as

[D, H ] = 0.

We can ensure equilibrium therefore by choosing the density D to be a function
of those constants of the motion of the system not involving time explicitly, for
then the Poisson bracket with H must vanish. Thus, for conservative systems D
can be any function of the energy, and the equilibrium condition is automatically
satisfied. The characteristics of the ensemble will be determined by the choice of
function for D. As an example, one well-known ensemble, the microcanonical
ensemble, occurs if D is constant for systems having a given narrow energy range
and zero outside the range.

The considerations have been presented here to illustrate the usefulness of the
Poisson bracket formulation in classical statistical mechanics. Further discussion
of these points would carry us far outside our field.

DERIVATIONS

1. One of the attempts at combining the two sets of Hamilton’s equations into one tries to
take q and p as forming a complex quantity. Show directly from Hamilton’s equations
of motion that for a system of one degree of freedom the transformation

Q = q + i p, P = Q∗

is not canonical if the Hamiltonian is left unaltered. Can you find another set of coordi-
nates Q′, P ′ that are related to Q, P by a change of scale only, and that are canonical?
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2. Show that the transformation for a system of one degree of freedom,

Q = q cosα − p sinα,

P = q sinα + p cosα,

satisfies the symplectic condition for any value of the parameter α. Find a generating
function for the transformation. What is the physical significance of the transformation
for α = 0? For α = π/2? Does your generating function work for both of these cases.

3. In Section 8.4 some of the problems of treating time as one of the canonical variables
are discussed. If we are able to sidestep these difficulties, show that the equations of
transformation in which t is considered a canonical variable reduce to Eqs. (9.14) if
in fact the transformation does not affect the time scale.

4. Show directly that the transformation

Q = log

(
1

q
sin p

)
, P = q cot p

is canonical.

5. Show directly that for a system of one degree of freedom the transformation

Q = arc tan
αq

p
, P = αq2

2

(
1 + p2

α2q2

)

is canonical, where α is an arbitrary constant of suitable dimensions.

6. The transformation equations between two sets of coordinates are

Q = log(1 + q1/2 cos p),

P = 2(1 + q1/2 cos p)q1/2 sin p.

(a) Show directly from these transformation equations that Q, P are canonical vari-
ables if q and p are.

(b) Show that the function that generates this transformation is

F3 = −(eQ − 1)2 tan p.

7. (a) If each of the four types of generating functions exist for a given canonical trans-
formation, use the Legendre transformation to derive relations between them.

(b) Find a generating function of the F4 type for the identify transformation and of
the F3 type for the exchange transformation.

(c) For an orthogonal point transformation of q in a system of n degrees of freedom,
show that the new momenta are likewise given by the orthogonal transformation
of an n-dimensional vector whose components are the old momenta plus a gradi-
ent in configuration space.

8. Prove directly that the transformation

Q1 = q1, P1 = p1 − 2p2,

Q2 = p2, P2 = −2qi − q2

is canonical and find a generating function.



“M09 Goldstein ISBN C09” — 2011/2/15 — page 423 — #56

Derivations 423

9. (a) For a single particle show directly (that is, by direct evaluation of the Poisson
brackets), that if u is a scalar function only of r2, p2, and r ? p, then

[u,L] = 0.

(b) Similarly show directly that if F is a vector function,

F = ur + vp + w(r3p),

where u, v, and w are scalar functions of the same type as in part (a), then

[Fi , L j ] = εi jk Fk .

10. Find under what conditions

Q = αp

x
, P = βx2,

where α and β are constants, represents a canonical transformation for a system of
one degree of freedom, and obtain a suitable generating function. Apply the transfor-
mation to the solution of the linear harmonic oscillator.

11. Determine whether the transformation

Q1 = q1q2, P1 = p1 − p2

q2 − q1
+ 1,

Q2 = q1 + q2, P2 = q2 p2 − q1 p1

q2 − q1
− (q2 + q1)

is canonical.

12. Show that the direct conditions for a canonical condition are given immediately by
the symplectic condition expressed in the form

JM = M−1J.

13. The set of restricted canonical transformations forms a group (Appendix B). Ver-
ify this statement once using the invariance of Hamilton’s principle under canonical
transformation (cf. Eq. (9.11)), and again using the symplectic condition.

14. Prove that the transformation

Q1 = q2
1 , Q2 = q2 sec p2,

P1 = p1 cos p2 − 2q2

2q1 cos p2
, P2 = sin p2 − 2q1

is canonical, by any method you choose. Find a suitable generating function that will
lead to this transformation.

15. (a) Using the fundamental Poisson brackets find the values of α and β for which the
equations

Q = qα cosβp, P = qα sinβp

represent a canonical transformation.
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(b) For what values of α and β do these equations represent an extended canonical
transformation? Find a generating function of the F3 form for the transformation.

(c) On the basis of part (b), can the transformation equations be modified so that they
describe a canonical transformation for all values of β?

16. For a symmetric rigid body, obtain formulas for evaluating the Poisson brackets

[φ̇, f (θ, φ, ψ)], [ψ̇, f (θ, φ,ψ)]

where θ , φ, and ψ are the Euler angles, and f is any arbitrary function of the Euler
angles.

17. Show that the Jacobi identity is satisfied if the Poisson bracket sign stands for the
commutator of two square matrices:

[A,B] = AB − BA.

Show also that for the same representation of the Poisson bracket that

[A,BC] = [A,B]C + B[A,C].

18. Prove Eq. (9.83) using the symplectic matrix notation for the Lagrange and Poisson
brackets.

19. Verify the analog of the Jacobi identity for Lagrange brackets,

∂{u, v}
∂w

+ ∂{v,w}
∂u

+ ∂{w, u}
∂v

= 0,

where u, v, andw are three functions in terms of which the (q, p) set can be specified.

20. (a) Verify that the components of the two-dimensional matrix A, defined by Eq.
(9.141), are constants of the motion for the two-dimensional isotropic harmonic
oscillator problem.

(b) Verify that the quantities Si , i = 1, 2, 3, defined by Eqs. (9.144), (9.145), (9.146),
have the properties stated in Eqs. (9.147) and (9.148).

EXERCISES

21. (a) For a one-dimensional system with the Hamiltonian

H = p2

2
− 1

2q2
,

show that there is a constant of the motion

D = pq

2
− Ht.

(b) As a generalization of part (a), for motion in a plane with the Hamiltonian

H = |p|n − ar−n,
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where p is the vector of the momenta conjugate to the Cartesian coordinates, show
that there is a constant of the motion

D = p ? r
n

− Ht.

(c) The transformation Q = λq, p = λP is obviously canonical. However, the same
transformation with t time dilatation, Q = λq , p = λP , t ′ = λ2t , is not. Show
that, however, the equations of motion for q and p for the Hamiltonian in part (a)
are invariant under this transformation. The constant of the motion D is said to be
associated with this invariance.

22. Show that the following transformation is canonical by using Poisson bracket:

Q =
√

2qeα cos p and P =
√

2qe−α sin p.

23. Prove that the following transformation from (q, p) to (Q, P) basis is canonical using
Poisson bracket

Q =
√

2 · q · tan p and P =
√

2 · log(sin p).

24. Show that the transformation defined by Q = 1/p and P = qp2 is canonical using
Poisson bracket.

25. (a) The Hamiltonian for a system has the form

H = 1

2

(
1

q2
+ p2q4

)
.

Find the equation of motion for q .

(b) Find a canonical transformation that reduces H to the form of a harmonic oscilla-
tor. Show that the solution for the transformed variables is such that the equation
of motion found in part (a) is satisfied.

26. A system of n particles moves in a plane under the influence of interaction forces
derived from potential terms depending only upon the scalar distances between
particles.

(a) Using plane polar coordinates for each particle (relative to a common origin),
identify the form of the Hamiltonian for the system.

(b) Find a generating function for the canonical transformation that corresponds to a
transformation to coordinates rotating in the plane counterclockwise with a uni-
form angular rate ω (the same for all particles). What are the transformation equa-
tions for the momenta?

(c) What is the new Hamiltonian? What physical significance can you give to the
difference between the old and the new Hamiltonians?

27. (a) In the problem of small oscillations about steady motion, show that at the point
of steady motion all the Hamiltonian variables h are constant. If the values
for steady motion are h0 so that h = h0 + j, show that to the lowest non-
vanishing approximation the effective Hamiltonian for small oscillation can be
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expressed as

H(h0, z) = 1
2jSj,

where S is a square matrix with components that are functions of h0 only.

(b) Assuming all frequencies of small oscillation are distinct, let M be a square
2n × 2n matrix formed by the components of a possible set of eigenvectors (for
both positive and negative frequencies). Only the directions of the eigenvectors
are fixed, not their magnitudes. Show that it is possible to apply conditions to the
eigenvectors (in effect fixing their magnitudes) that make M the Jacobian matrix
of a canonical transformation.

(c) Show that the canonical transformation so found transforms the effective Hamil-
tonian to the form

H = iω j q j p j ,

where ω j is the magnitude of the normal frequencies. What are the equations of
motion in this set of canonical coordinates?

(d) Finally, show that

F2 = q j Pj +
i

2

P2
j

ω j
− i

4
ω j q2

j

leads to a canonical transformation that decomposes H into the Hamiltonians
for a set of uncoupled linear harmonic oscillators that oscillate in the normal
modes.

28. A charged particle moves in space with a constant magnetic field B such that the
vector potential, A, is

A = 1
2 (B3 r)

(a) If v j are the Cartesian components of the velocity of the particle, evaluate the
Poisson brackets

[vi , v j ], i �= j = 1, 2, 3.

(b) If pi is the canonical momentum conjugate to xi , also evaluate the Poisson
brackets

[xi , v j ], [pi , v j ],

[xi , ṗ j ], [pi , ṗ j ].

29. The semimajor axis a of the elliptical Kepler orbit and the eccentricity e are functions
of first integrals of the motion, and therefore of the canonical variables. Similarly, the
mean anomaly

φ ≡ ω(t − T ) = ψ − e sinψ

is a function of r , θ , and the conjugate momenta. Here T is the time of periapsis
passage and is a constant of the motion. Evaluate the Poisson brackets that can be
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formed of a, e, φ, ω, and T . There are in fact only nine nonvanishing distinct Poisson
brackets out of these quantities.

30. (a) Prove that the Poisson bracket of two constants of the motion is itself a constant
of the motion even when the constants depend upon time explicitly.

(b) Show that if the Hamiltonian and a quantity F are constants of the motion, then
the nth partial derivative of F with respect to t must also be a constant of the
motion.

(c) As an illustration of this result, consider the uniform motion of a free particle of
mass m. The Hamiltonian is certainly conserved, and there exists a constant of the
motion

F = x − pt

m
.

Show by direct computation that the partial derivative of F with t , which is a
constant of the motion, agrees with [H, F].

31. Show by the use of Poisson brackets that for a one-dimensional harmonic oscillator
there is a constant of the motion u defined as

u(q, p, t) = ln(p + im ωq)− iωt, ω =
√

k

m
.

What is the physical significance of this constant of the motion?

32. A system of two degrees of freedom is described by the Hamiltonian

H = q1 p1 − q2 p2 − aq2
1 + bq2

2 .

Show that

F1 = p1 − aq1

q2
and F2 = q1q2

are constants of the motion. Are there any other independent algebraic constants of
the motion? Can any be constructed from Jacobi’s identity?

33. Set up the magnetic monopole described in Exercise 28 (Chapter 3) in Hamilto-
nian formulation (you may want to use spherical polar coordinates). By means of
the Poisson bracket formulation, show that the quantity D defined in that exercise is
conserved.

34. Obtain the motion in time of a linear harmonic oscillator by means of the formal
solution for the Poisson bracket version of the equation of motion as derived from
Eq. (9.116). Assume that at time t = 0 the initial values are x0 and p0.

35. A particle moves in one dimension under a potential

V = mk

x2
.

Find x as a function of time, by using the symbolic solution of the Poisson bracket
form for the equation of motion for the quantity y = x2. Initial conditions are that at
t = 0, x = x0, and v = 0.
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36. (a) Using the theorem concerning Poisson brackets of vector functions and compo-
nents of the angular momentum, show that if F and G are two vector functions of
the coordinates and momenta only, then

[F ?L,G ?L] = L ? (G3F)+ Li L j [Fi ,G j ].

(b) Let L be the total angular momentum of a rigid body with one point fixed and
let Lμ be its component along a set of Cartesian axes fixed in the rigid body. By
means of part (a) find a general expression for

[Lμ, Lν ], μ, ν = 1, 2, 3.

(Hint: Choose for F and G unit vectors along the μ and ν axes.)

(c) From the Poisson bracket equations of motion for Lμ derive Euler’s equations of
motion for a rigid body.

37. Set up the problem of the spherical pendulum in the Hamiltonian formulation, using
spherical polar coordinates for the qi . Evaluate directly in terms of these canonical
variables the following Poisson brackets:

[Lx , L y], [L y , Lz], [Lz, Lx ],

showing that they have the values predicted by Eq. (9.128). Why is it that pθ and pψ
can be used as canonical momenta, although they are perpendicular components of
the angular momentum?

38. In Section 9.7, it is shown that if any two components of the angular momentum
are conserved, then the total angular momentum is conserved. If two of the compo-
nents are identically zero, the third must be conserved. From this it would appear to
follow that in any motion confined to a plane, so that the components of the angu-
lar momentum in the plane are zero, the total angular momentum is constant. There
appear to be a number of obvious contradictions to this prediction; for example, the
angular momentum of an oscillating spring in a watch, or the angular momentum of
a plane disk rolling down an inclined plane all in the same vertical plane. Discuss
the force of these objections and whether the statement of the theorem requires any
restrictions.

39. (a) Show from the Poisson bracket condition for conserved quantities that the
Laplace–Runge–Lenz vector A,

A = p3L − mkr
r
,

is a constant of the motion for the Kepler problem.

(b) Verify the Poisson bracket relations for the components of A as given by
Eq. (9.131).

40. Consider a system that consists of a rigid body in three-space with one point fixed.
Using cylindrical coordinates find the canonical transformation corresponding to new
axes rotating about the z-axis with an arbitrary time-dependent angular velocity. Ver-
ify that your proposed solution is canonical.

41. We start with a time independent Hamiltonian Ho(q, p) and impose an external oscil-
lating field making the Hamiltonian

H = Ho(q, p)− ε sinωt
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where ε and ω are given constants.

(a) How are the canonical equations modified?

(b) Find a canonical transformation that restores the canonical form of the equations
of motion and determine the “new” Hamiltonian.

(c) Give a possible physical interpretation of the imposed field.
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10 Hamilton–Jacobi Theory and
Action-Angle Variables

It has already been mentioned that canonical transformations may be used to pro-
vide a general procedure for solving mechanical problems. Two methods have
been suggested. If the Hamiltonian is conserved, then a solution could be obtained
by transforming to new canonical coordinates that are all cyclic, thereby provid-
ing new equations of motion with trivial solutions. An alternative technique is to
seek a canonical transformation from the coordinates and momenta, (q, p), at the
time t , to a new set of constant quantities, which may be the 2n initial values,
(q0, p0), at t = 0. With such a transformation, the equations of transformation
relating the old and new canonical variables are exactly the desired solution of the
mechanical problem:

q = q(q0, p0, t),

p = p(q0, p0, t).

They give the coordinates and momenta as a function of their initial values and the
time. This last procedure is the more general one, especially as it is applicable, in
principle at least, even when the Hamiltonian involves the time. We shall therefore
begin our discussion by considering how such a transformation may be found.

10.1 THE HAMILTON–JACOBI EQUATION
FOR HAMILTON’S PRINCIPAL FUNCTION

We can automatically ensure that the new variables are constant in time by requir-
ing that the transformed Hamiltonian, K , shall be identically zero, for then the
equations of motion are

∂K

∂Pi
= Q̇i = 0,

− ∂K

∂Qi
= Ṗi = 0. (10.1)

As we have seen, K must be related to the old Hamiltonian and to the generating
function by the equation

K = H + ∂F

∂t
,

430
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and hence will be zero if F satisfies the equation

H(q, p, t)+ ∂F

∂t
= 0. (10.2)

It is convenient to take F as a function of the old coordinates qi , the new constant
momenta Pi , and the time; in the notation of the previous chapter we would desig-
nate the generating function as F2(q, P, t). To write the Hamiltonian in Eq. (10.2)
as a function of the same variables, use may be made of the equations of transfor-
mation (cf. Eq. (9.17a)),

pi = ∂F2

∂qi
,

so that Eq. (10.2) becomes

H

(
q1, . . . , qn; ∂F2

∂qi
, . . . ,

∂F2

∂qn
; t

)
+ ∂F2

∂t
= 0. (10.3)

Equation (10.3), known as the Hamilton–Jacobi equation, constitutes a partial
differential equation in (n+1) variables, q1, . . . , qn; t , for the desired generating
function. It is customary to denote the solution F2 of Eq. (10.3) by S and to call
it Hamilton’s principal function.

Of course, the integration of Eq. (10.3) only provides the dependence on the
old coordinates and time; it would not appear to tell how the new momenta are
contained in S. Indeed, the new momenta have not yet been specified except that
we know they must be constants. However, the nature of the solution indicates
how the new Pi ’s are to be selected.

Mathematically Eq. (10.3) has the form of a first-order partial differential equa-
tion in n + 1 variables. Suppose there exists a solution to Eq. (10.3) of the form

F2 ≡ S = S(q1, . . . , qn; α1, . . . , αn+1; t), (10.4)

where the quantities α1, . . . , αn+1 are n + 1 independent constants of integration.
Such solutions are known as complete solutions of the first-order partial differen-
tial equation.* One of the constants of integration, however, is in fact irrelevant to
the solution, for it will be noted that S itself does not appear in Eq. (10.3); only its
partial derivatives with respect to q or t are involved. Hence, if S is some solution
of the differential equation, then S + α, where α is any constant, must also be
a solution. One of the n + 1 constants of integration in Eq. (10.4) must there-
fore appear only as an additive constant tacked on to S. But by the same token,
an additive constant has no importance in a generating function, since only par-
tial derivatives of the generating function occur in the transformation equations.

*Equation (10.4) is not the only type of solution possible for Eq. (10.3). The most general form
of the solution involves one or more arbitrary functions rather than arbitrary constants. Nor is there
necessarily a unique solution of the form (10.4). There may be several complete solutions for the given
equation. But all that is important for the subsequent argument is that there exist a complete solution.
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Hence, for our purposes a complete solution to Eq. (10.3) can be written in the
form

S = S(q1, . . . , qn; α1, . . . , αn; t), (10.5)

where none of the n independent constants is solely additive. In this mathematical
garb, S tallies exactly with the desired form for an F2 type of generating func-
tion, for Eq. (10.5) presents S as a function of N coordinates, the time t , and n
independent quantities αi . We are therefore at liberty to take the n constants of
integration to be the new (constant) momenta:

Pi = αi . (10.6)

Such a choice does not contradict the original assertion that the new momenta
are connected with the initial values of q and p at time t0. The n transformation
equations (9.17a) can now be written as

pi = ∂S(q, α, t)

∂qi
, (10.7)

where q, α stand for the complete set of quantities. At the time t0, these constitute
n equations relating the n α’s with the initial q and p values, thus enabling us to
evaluate the constants of integration in terms of the specific initial conditions of
the problem. The other half of the equations of transformation, which provide the
new constant coordinates, appear as

Qi = βi = ∂S(q, α, t)

∂αi
. (10.8)

The constant β’s can be similarly obtained from the initial conditions, simply by
calculating the value of the right side of Eq. (10.8) at t = t0 with the known initial
values of qi . Equations (10.8) can then be “turned inside out” to furnish q j in
terms of α, β, and t :

q j = q j (α, β, t), (10.9)

which solves the problem of giving the coordinates as functions of time and the
initial conditions.* After the differentiation in Eqs. (10.7) has been performed,

*As a mathematical point, it may be questioned whether the process of “turning inside out” is feasible
for Eqs. (10.7) and (10.8), that is, whether they can be solved for αi and qi , respectively. The question
hinges on whether the equations in each set are independent, for otherwise they are obviously not
sufficient to determine the n independent quantities αi or qi as the case may be. To simplify the
notation, let Sα symbolize members of the set of partial derivatives of S with respect to αi , so that
Eq. (10.8) is represented by β = Sα . That the derivatives Sα in (10.8) form independent functions
of the q’s follows directly from the nature of a complete solution to the Hamilton–Jacobi equation;
indeed this is what we mean by saying the n constants of integration are independent. Consequently,
the Jacobian of Sα with respect to qi cannot vanish. Since the order of differentiation is immaterial,
this is equivalent to saying that the Jacobian of Sq with respect to αi cannot vanish, which proves the
independence of Eqs. (10.7).
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Eqs. (10.9) may be substituted for the q’s, thus giving the momenta pi as functions
of the α, β, and t :

pi = pi (α, β, t). (10.10)

Equations (10.9) and (10.10) thus constitute the desired complete solution of
Hamilton’s equations of motion.

Hamilton’s principal function is thus the generator of a canonical transforma-
tion to constant coordinates and momenta; when solving the Hamilton–Jacobi
equation, we are at the same time obtaining a solution to the mechanical prob-
lem. Mathematically speaking, we have established an equivalence between the
2n canonical equations of motion, which are first-order differential equations,
to the first-order partial differential Hamilton–Jacobi equation. This correspon-
dence is not restricted to equations governed by the Hamiltonian; indeed, the gen-
eral theory of first-order partial differential equations is largely concerned with
the properties of the equivalent set of first-order ordinary differential equations.
Essentially, the connection can be traced to the fact that both the partial differen-
tial equation and its canonical equations stem from a common variational princi-
ple, in this case Hamilton’s modified principle.

To a certain extent, the choice of the αi ’s as the new momenta is arbitrary. We
could just as well choose any n quantities, γi , which are independent functions of
the αi constants of integration:

γi = γi (αi , . . . , αn). (10.11)

By means of these defining relations, Hamilton’s principal function can be written
as a function of qi , γi , and t , and the rest of the derivation then goes through
unchanged. It often proves convenient to take some particular set of γi ’s as the
new momenta, rather than the constants of integration that appear naturally in
integrating the Hamilton–Jacobi equation.

Further insight into the physical significance of Hamilton’s principal function
S is furnished by an examination of its total time derivative, which can be com-
puted from the formula

d S

dt
= ∂S

∂qi
q̇i + ∂S

∂t
,

since the Pi ’s are constant in time. By Eqs. (10.7) and (10.3), this relation can also
be written

d S

dt
= pi q̇i − H = L , (10.12)

so that Hamilton’s principal function differs at most from the indefinite time inte-
gral of the Lagrangian only by a constant:

S =
∫

L dt + constant. (10.13)
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Now, Hamilton’s principle is a statement about the definite integral of L , and from
it we obtained the solution of the problem via the Lagrange equations. Here the
same action integral, in an indefinite form, furnishes another way of solving the
problem. In actual calculations, the result expressed by Eq. (10.13) is of no help,
because we cannot integrate the Lagrangian with respect to time until qi and pi

are known as functions of time, that is, until the problem is solved.
When the Hamiltonian does not depend explicitly upon the time, Hamilton’s

principal function can be written in the form

S(q, α, t) = W (q, α)− at, (10.14)

where W (q, α) is called Hamilton’s characteristic function. The physical signifi-
cance of W can be understood by writing its total time derivative

dW

dt
= ∂W

∂qi
q̇i .

Comparing this expression to the results of substituting Eq. (10.14) into Eq. (10.7),
it is clear that

pi = ∂W

∂qi
, (10.15)

and hence,

dW

dt
= pi q̇i . (10.16)

This can be integrated to give

W =
∫

pi q̇i dt =
∫

pi dqi , (10.17)

which is just the abbreviated action defined by Eq. (8.80).

10.2 THE HARMONIC OSCILLATOR PROBLEM AS AN EXAMPLE
OF THE HAMILTON–JACOBI METHOD

To illustrate the Hamilton–Jacobi technique for solving the motion of mechanical
systems, we shall work out in detail the simple problem of a one-dimensional
harmonic oscillator. The Hamiltonian is

H = 1

2m
(p2 + m2ω2q2) ≡ E, (10.18)

where

ω =
√

k

m
, (10.19)
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k being the force constant. We obtain the Hamilton–Jacobi equations for S by
setting p equal to ∂S/∂q and substituting in the Hamiltonian; the requirement
that the new Hamiltonian vanishes becomes

1

2m

[(
∂S

∂q

)2

+ m2ω2q2

]
+ ∂S

∂t
= 0. (10.20)

Since the explicit dependence of S on t is present only in the last term, Eq. (10.14)
can be used to eliminate the time from the Hamilton–Jacobi equation (10.20)

1

2m

[(
∂W

∂q

)2

+ m2ω2q2

]
= α. (10.21)

The integration constant α is thus to be identified with the total energy E . This
can also be recognized directly from Eq. (10.14) and the relation (cf. Eq. (10.3))

∂S

∂t
+ H = 0,

which then reduces to

H = α.

Equation (10.21) can be integrated immediately to

W =
√

2mα
∫

dq

√
1 − mω2q2

2α
, (10.22)

so that

S =
√

2mα
∫

dq

√
1 − mω2q2

2α
− αt. (10.23)

While the integration involved in Eq. (10.23) is not particularly difficult, there
is no reason to carry it out at this stage, for what is desired is not S but its partial
derivatives. The solution for q arises out of the transformation equation (10.8):

β ′ = ∂S

∂α
=
√

m

2α

∫
dq√

1 − mω2q2

2α

− t,

which can be integrated without trouble to give

t + β ′ = 1

ω
arcsin q

√
mω2

2α
. (10.24)
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Equation (10.24) can be immediately “turned inside out” to furnish q as a
function of t and the two constants of integration α and β = β ′ω:

q =
√

2α

mω2
sin(ωt + β), (10.25)

which is the familiar solution for a harmonic oscillator. Formally, the solution
for the momentum comes from the transformation equation (10.7), which, using
Eq. (10.22), can be written

p = ∂S

∂q
= ∂W

∂q
=
√

2mα − m2ω2q2. (10.26)

In conjunction with the solution for q, Eq. (10.25), this becomes

p =
√

2mα(1 − sin2(ωt + β)),

or

p =
√

2mα cos(ωt + β). (10.27)

Of course, this result checks with the simple identification of p as mq̇ .
To complete the story, the constants α and β must be connected with the initial

conditions q0 and p0 at time t = 0. By squaring Eqs. (10.25) and (10.27), it is
clearly seen that α is given in terms of q0 and p0 by the equation

2mα = p2
0 + m2ω2q2

0 . (10.28)

The same result follows immediately of course from the previous identification of
α as the conserved total energy E . Finally, the phase constant β is related to q0
and p0 by

tanβ = mω
q0

p0
. (10.29)

The choice q0 = 0 and hence β = 0 corresponds to starting the motion with the
oscillator at its equilibrium position q = 0.

Thus, Hamilton’s principle function is the generator of a canonical transforma-
tion to a new coordinate that measures the phase angle of the oscillation and to a
new canonical momentum identified as the total energy.

If the solution for q is substituted into Eq. (10.23), Hamilton’s principal func-
tion can be written as

S = 2α
∫

cos2(ωt + β) dt − αt = 2α
∫
(cos2(ωt + β)− 1

2 ) dt. (10.30)
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Now, the Lagrangian is

L = 1

2m
(p2 − m2ω2q2)

= α(cos2(ωt + β)− sin2(ωt + β))
= 2α(cos2(ωt + β)− 1

2 ),

so that S is the time integral of the Lagrangian, in agreement with the general
relation (10.13). Note that the identity could not be proved until after the solution
to the problem had been obtained.

As another illustration for the Hamilton–Jacobi method, it is instructive to
consider the two-dimensional anisotropic harmonic oscillator. If we let m be the
mass of the oscillating body and kx and ky be the spring constants in the x- and
y-directions, respectively, the Hamiltonian is

E = 1

2m
(p2

x + p2
y + m2ω2

x x2 + m2ω2
y y2),

where

ωx =
√

kx

m
and ωy =

√
ky

m
.

Since the coordinates and momenta separate into two distinct sets, the princi-
pal function can be written as a sum of the characteristic function for each pair.
Assuming that we solve the y-functional dependency first, this means

S(x, y, α, αy, t) = Fx (x, α)+ Fy(y, αy)− αt, (10.31)

and the Hamilton–Jacobi equation assumes the form

1

2m

[(
∂W

∂x

)2

+ m2ω2
x x2 +

(
∂W

∂y

)2

+ m2ω2
y y2

]
= α (10.32)

in analogy with Eq. (10.18). Since the variables are separated, the y-part of the
Eq. (10.32) must be equal to a constant, which we call αy , so

1

2m

(
∂W

∂y

)2

+ 1

2
mω2

y y2 = αy, (10.33)

and we replace the y-term in (10.32) with αy from (10.33), yielding

1

2m

(
∂W

∂x

)2

+ 1

2
mω2

x x2 = αx , (10.34)

where we write α − αy = αx showing the symmetry of Eqs. (10.33) and (10.34).
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Each equation has a solution analogous to Eqs. (10.25) and (10.27), so

x =
√

2αx

mω2
x

sin(ωx t + βx ),

px =
√

2mαx cos(ωx t + βx ),
(10.35)

y =
√

2αy

mω2
y

sin(ωyt + βy),

py = √
2mαy cos(ωyt + βy),

where the βi ’s are phase constants and the total energy is given by

E = αx + αy = α.

As a third example of Hamilton–Jacobi theory, we again consider the two-
dimensional harmonic oscillator; only we will assume the oscillator is isotropic,
so

kx = ky = k and ωx = ωy = ω,

and use polar coordinates to write

x = r cos θ, r =
√

x2 + y2,

y = r sin θ, θ = tan−1 y

x
,

(10.36)
px = mẋ, pr = mṙ ,

py = mẏ, pθ = mr2θ̇ .

The Hamiltonian now written as

E = 1

2m

(
p2

r + p2
θ

r2
+ m2ω2r2

)
(10.37)

is cyclic in the angular coordinate θ . The principal function can then be written as

S(r, θ, α, αθ ) = Wr (r, α)+ Wθ (θ, αθ )− αt

= Wr (r, α)+ θαθ − αt, (10.38)

where, as we show later, a cyclic coordinate qi always has the characteristic func-
tion component Wqi = qiαi . The canonical momentum pθ associated with the
cyclic coordinate, θ , is calculated from the generating function

pθ = ∂Fθ
∂θ

= αθ

and has its expected constant value.
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When this pθ is substituted into Eqs. (10.37) and (10.38), Wr (r, α) satisfies

1

2m

(
∂Wr

∂r

)2

+ α2
θ

2mr2
+ 1

2
mω2r2 = α. (10.39)

Rather than solving this equation directly for Wr , we shall write the Cartesian
coordinate solution for these conditions as

x =
√

2α

mω2
sin(ωt + β), px =

√
2mα cos(ωt + β),

(10.35′)
y =

√
2α

mω2
sinωt, py =

√
2mα cosωt,

and use these to get the polar counterparts,

r =
√

2α

mω2

√
sin2 ωt + sin2(ωt + β), pr = mṙ ,

and (10.40)

θ = tan−1
[

sinωt

sin(ωt + β)
]
, pθ = mr2θ̇ .

There are two limiting cases. The linear case is when β = 0, for which

r =
√

4α

mω2
sinωt, pr =

√
2mα cosωt,

and (10.41)

θ = π

4
, pθ = 0.

The motion in an x-y plot will be an oscillation along a diagonal line as shown
in Fig. 10.1a. The other limiting case is when β = π/2, for which

r = r0 =
√

2α

mω2
, pr = 0,

(10.42)
θ = ωt, pθ = mr2

0ω.

The motion in an x-y plot for this limiting case is a circle of radius r0 as is shown
in Figure 10.1b. For other values of β (0 < β < π/2), the orbit in coordinate
space is an ellipse. The case for β = π/4 is shown in Fig. 10.1c. The plots shown
in Fig. 10.1 are further examples of Lissajous figures.
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FIGURE 10.1 The two limiting cases (a) and (b) for the harmonic oscillator and an
intermediate example (c).

10.3 THE HAMILTON–JACOBI EQUATION FOR
HAMILTON’S CHARACTERISTIC FUNCTION

It was possible to integrate the Hamilton–Jacobi equation for the simple harmonic
oscillator primarily because S could be separated into two parts, one involving q
only and the other only time. Such a separation of variables using Hamilton’s
characteristic function W (q, α) (Eq. (10.14)) is always possible whenever the old
Hamiltonian does not involve time explicitly. This provides us with the restricted
Hamilton–Jacobi equation

H

(
qi ,

∂W

∂qi

)
= α1, (10.43)

which no longer involves the time. One of the constants of integration, namely
α1, is thus equal to the constant value of H . (Normally H will be the energy, but
remember that this need not always be the case, cf. Section 8.2.)

The time-independent function, Hamilton’s characteristic function W , appears
here merely as a part of the generating function S when H is constant. It can
also be shown that W separately generates its own contact transformation with
properties quite different from that generated by S. Let us consider a canonical
transformation in which the new momenta are all constants of the motion αi , and
where α1 in particular is the constant of motion H . If the generating function
for this transformation be denoted by W (q, P), then the equations of transforma-
tion are

pi = ∂W

∂qi
, Qi = ∂W

∂Pi
= ∂W

∂αi
. (10.44)

While these equations resemble Eqs. (10.7) and (10.8) respectively for Hamil-
ton’s principal function S, the condition now determining W is that H is the new
canonical momentum α1:

H(qi , pi ) = α1.
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Using Eqs. (10.44), this requirement becomes the partial differential equation:

H

(
qi ,

∂W

∂qi

)
= α1,

which is seen to be identical with Eq. (10.43). Since W does not involve the time,
the new and old Hamiltonians are equal, and it follows that K = α1.

Hamilton’s characteristic function W thus generates a canonical transforma-
tion in which all the new coordinates are cyclic. It was noted in the introduction
to this chapter that when H is a constant of the motion, a transformation of this
nature in effect solves the mechanical problem involved, for the integration of the
new equations of motion is then trivial. The canonical equations for Pi , in fact,
merely repeat the statement that the momenta conjugate to the cyclic coordinates
are all constant:

Ṗi = − ∂K

∂Qi
= 0, Pi = αi . (10.45)

Because the new Hamiltonian depends upon only one of the momenta αi , the
equations of motion for Q̇i are

Q̇i = ∂K

∂αi
= 1, i = 1,

= 0, i �= 1,

with the immediate solutions

Q1 = t + β1 ≡ ∂W

∂α1
,

(10.46)

Qi = βi ≡ ∂W

∂αi
i �= 1.

The only coordinate that is not simply a constant of the motion is Q1, which is
equal to the time plus a constant. We have here another instance of the conjugate
relationship between the time as a coordinate and the Hamiltonian as its conjugate
momentum.

The dependence of W on the old coordinates qi is determined by the par-
tial differential equation (10.43), which, like Eq. (10.3), is also referred to as the
Hamilton–Jacobi equation. There will now be n constants of integration in a com-
plete solution, but again one of them must be merely an additive constant. The
n − 1 remaining independent constants, α2, . . . , αn , together with α1 may then be
taken as the new constant canonical momenta. When evaluated at t0 the first half
of Eqs. (10.44) serve to relate the n constants αi with the initial values of qi and
pi . Finally, Eqs. (10.45) and (10.46) can be solved for the qi as a function of αi ,
βi , and the time t , thus completing the solution of the problem. It will be noted
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that (n − 1) of the Eqs. (10.46) do not involve the time at all. One of the qi ’s can
be chosen as an independent variable, and the remaining coordinates can then be
expressed in terms of it by solving only these time-independent equations. We are
thus led directly to the orbit equations of the motion. In central force motion, for
example, this technique would furnish r as a function of θ , without the need for
separately finding r and θ as functions of time.

It is not always necessary to take α1 and the constants of integration in W as
the new constant canonical momenta. Occasionally it is desirable rather to use
some particular set of n independent functions of the αi ’s as the transformed
momenta. Designating these constants by γi the characteristic function W can
then be expressed in terms of qi and γi as the independent variables. The Hamil-
tonian will in general depend upon more than one of the γi ’s and the equations of
motion for Q̇i become

Q̇i = ∂K

∂γi
= vi ,

where the vi ’s are functions of γi . In this case, all the new coordinates are linear
functions of time:

Qi = vi t + βi . (10.47)

The form of W cannot be found a priori without obtaining a complete integral of
the Hamilton–Jacobi equation. The procedures involved in solving a mechanical
problem by either Hamilton’s principal or characteristic function may now by
summarized in the following tabular form:

The two methods of solution are applicable when the Hamiltonian

is any general function of q, p, t :
H(q, p, t).

is conserved:
H(q, p) = constant.

We seek canonical transformations to new variables such that

all the coordinates and momenta
Qi , Pi are constants of the motion.

all the momenta Pi are constants.

To meet these requirements it is sufficient to demand that the new Hamiltonian

shall vanish identically:
K = 0.

shall be cyclic in all the coordi-
nates:

K = H(Pi ) = α1.

Under these conditions, the new equations of motion become

Q̇i = ∂K

∂Pi
= 0,

Ṗi = − ∂K

∂Qi
= 0,

Q̇i = ∂K

∂Pi
= vi ,

Ṗi = − ∂K

∂Qi
= 0,
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with the immediate solutions

Qi = βi ,
Pi = γi ,

Qi = vi t + βi

Pi = γi

which satisfy the stipulated requirements.
The generating function producing the desired transformation is Hamilton’s

Principal Function:
S(q, P, t),

Characteristic Function:
W (q, P),

satisfying the Hamilton–Jacobi partial differential equation:

H

(
q,
∂S

∂q
, t

)
+ ∂S

∂t
= 0. H

(
q,
∂W

∂q

)
− α1 = 0.

A complete solution to the equation contains

n nontrivial constants of integra-
tion α1, . . . , αn .

n − 1 nontrivial constants of in-
tegration, which together with α1
form a set of n independent con-
stants α1, . . . , αn .

The new constant momenta, Pi = γi , can be chosen as any n independent func-
tions of the n constants of integration:

Pi = γi (α1, . . . , αn), Pi = γi (α1, . . . , αn),

so that the complete solutions to the Hamilton–Jacobi equation may be considered
as functions of the new momenta:

S = S(qi , γi , t). W = W (qi , γi ).

In particular, the γi ’s may be chosen to be the αi ’s themselves. One-half of the
transformations equations,

pi = ∂S

∂qi
, pi = ∂W

∂qi
,

are fulfilled automatically, since they have been used in constructing the Hamilton–
Jacobi equation. The other half,

Qi = ∂S

∂γi
= βi , Qi = ∂W

∂γi
= vi (γ j )t + βi ,

can be solved for qi in terms of t and the 2n constants βi , γi . The solution to the
problem is then completed by evaluating these 2n constants in terms of the initial
values, (qi0, pi0), of the coordinates and momenta.
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When the Hamiltonian does not involve time explicitly, both methods are suit-
able, and the generating functions are then related to each other according to the
formula

S(q, P, t) = W (q, P)− α1t.

10.4 SEPARATION OF VARIABLES IN THE HAMILTON–JACOBI EQUATION

It might appear from the preceding section that little practical advantage has been
gained through the introduction of the Hamilton–Jacobi procedure. Instead of
solving the 2n ordinary differential equations that make up the canonical equa-
tions of motion, we now must solve the partial differential Hamilton–Jacobi equa-
tion, and partial differential equations can be notoriously complicated to solve.
Under certain conditions, however, it is possible to separate the variables in the
Hamilton–Jacobi equation, and the solution can then always be reduced to quadra-
tures. In practice, the Hamilton–Jacobi technique becomes a useful computational
tool only when such a separation can be effected.

A coordinate q j is said to be separable in the Hamilton–Jacobi equation when
(say) Hamilton’s principal function can be split into two additive parts, one of
which depends only on the coordinate q j and the other is entirely independent of
q j . Thus, if q1 is taken as a separable coordinate, then the Hamiltonian must be
such that one can write

S(q1, . . . , qn; α1, . . . , αn; t) = S1(q1; α1, . . . , αn; t)

+ S′(q2, . . . , qn; α1, . . . , αn; t), (10.48)

and the Hamilton–Jacobi equation can be split into two equations—one separately
for S1 and the other for S′. Similarly the Hamilton–Jacobi equation is described as
completely separable (or simply, separable) if all the coordinates in the problem
are separable. A solution for Hamilton’s principal function of the form

S =
∑

i

Si (qi ; α1, . . . , αn; t) (10.49)

will then split the Hamilton–Jacobi equation into n equations of the type

Hi

(
q j ; ∂S j

∂q j
;α1, . . . , αn; t

)
+ ∂S j

∂t
= 0. (10.50)

If the Hamiltonian does not explicitly depend upon the time, then, for each Si we
have

Si (q j ; α1, . . . , αn; t) = Wi (q j ; α1, . . . , αn; t)− αi t, (10.51)
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which provide n restricted Hamilton–Jacobi equations,

Hi

(
qi ; ∂Wi

∂qi
;α1, . . . , αn

)
= αi . (10.52)

(No summation in Eqs. (10.50) to (10.52)!)
The functions Hi in Eqs. (10.50) and (10.52) may or may not be Hamiltonians,

and the αi may be an energy, an angular momentum squared, or some other quan-
tity depending on the nature of qi . We shall show this by example in the Kepler
problem in the next section.

The constants αi are referred to now as the separation constants. Each of the
Eqs. (10.52) involves only one of the coordinates qi and the corresponding partial
derivative of Wi with respect to qi . They are therefore a set of ordinary differential
equations of a particularly simple form. Since the equations are only of first order,
it is always possible to reduce them to quadratures; we have only to solve for the
partial derivative of Wi with respect to qi and then integrate over qi . In practice,
each Hi will only contain one or at most a few of the α’s. There will also be
cases where a subset of r variables can be separated in this fashion, leaving n − r
variables, which will not separate. We shall also examine this eventuality in the
next section.

It is possible to find examples in which the Hamilton–Jacobi equation can be
solved without separating the time variable (cf. Exercise 8). Nonetheless, almost
all useful applications of the Hamilton–Jacobi method involve Hamiltonians not
explicitly dependent upon time, for which t is therefore a separable variable. The
subsequent discussion on separability is thus restricted to such systems where H
is a constant of motion, and Hamilton’s characteristic function W will be used
exclusively.

10.5 IGNORABLE COORDINATES AND THE KEPLER PROBLEM

We can easily show that any cyclic or ignorable coordinate is separable. Suppose
that the cyclic coordinate is q1; the conjugate momentum p1 is a constant, say γ .
The Hamilton–Jacobi equation for W is then

H

(
q2, . . . , qn; γ ; ∂W

∂q2
, . . . ,

∂W

∂qn

)
= α1. (10.53)

If we try a separated solution of the form

W = W1(q1, α)+ W ′(q2, . . . , qn;α), (10.54)

then it is obvious that Eq. (10.53) involves only the separate function W ′, while
W1 is the solution of the equation

p1 = γ = ∂W1

∂q1
. (10.55)
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The constant γ is thus the separation constant, and the obvious solution for W1
(to within a trivial additive constant) is

W1 = γ q1,

and W is given by

W = W ′ + γ q1. (10.56)

There is an obvious resemblance between Eq. (10.56) and the form S assumes
when H is not an explicit function of time, Eq. (10.43). Indeed, both equations
can be considered as arising under similar circumstances. We have seen that t may
be considered in some sense as a generalized coordinate with −H as its canonical
momentum (cf. Eq. (8.58)). If H is conserved, then t may be treated as a cyclic
coordinate.

If s of the n coordinates are noncyclic (that is, they appear explicitly in the
Hamiltonian), then the Hamiltonian is of the form H(q1, . . . , qs;α1, . . . , αn; t).
The characteristic function can then be written as

W (q1, . . . , qs;α1, . . . , αn) =
s∑

i=1

Wi (qi ; α1, . . . , αn)+
n∑

i=s+1

qiαi , (10.56′)

and there are s Hamilton–Jacobi equations to be solved:

H

(
q1; ∂W1

∂q1
;α2, . . . , αn

)
= α1. (10.57)

Since these are ordinary first-order differential equations in the independent vari-
able q1, they can be immediately reduced to quadratures, and the complete solu-
tions for W can be obtained.

In general, a coordinate q j is separable if q j and the conjugate momentum p j

can be segregated in the Hamiltonian into some function f (q j , p j ) that does not
contain any of the other variables. If we then seek a trial solution of the form

W = W j (q j , α)+ W ′(qi , α),

where qi represents the set of all q’s except q j , then the Hamilton–Jacobi equation
appears as

H

(
qi ,

∂W ′

∂qi
, f

(
q j ,

∂W j

∂q j

))
= α1. (10.58)

In principle, at least, Eq. (10.58) can be inverted so as to solve for f :

f

(
q j ,

∂W j

∂q j

)
= g

(
qi ,

∂W ′

∂qi
, α1

)
. (10.59)
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The argument used previously in connection with Eq. (10.51) holds here in
slightly varied guise; f is not a function of any of the q’s except q j ; g on the
other hand is independent of q j . Hence, Eq. (10.59) can hold only if both sides
are equal to the same constant, independent of all q’s:

f

(
q j ,

∂W j

∂q j

)
= α j ,

g

(
qi ,

∂W ′

∂qi

)
= α j , (10.60)

and the separation of the variable has been accomplished.
Note that the separability of the Hamilton–Jacobi equation depends not only

on the physical problem involved but also on the choice of the system of general-
ized coordinates employed. Thus, the one-body central force problem is separable
in polar coordinates, but not in Cartesian coordinates. For some problems, it is not
possible to completely separate the Hamilton–Jacobi equation, the famous three-
body problem being one illustration. On the other hand, in many of the basic prob-
lems of mechanics and atomic physics, separation is possible in more than one set
of coordinates. In general, it is feasible to solve the Hamilton–Jacobi equation in
closed form only when the variables are completely separable. Considerable inge-
nuity has therefore been devoted to finding the separable systems of coordinates
appropriate to each problem.

No simple criterion can be given to indicate what coordinate systems lead to
separable Hamilton–Jacobi equations for any particular problem. In the case of
orthogonal coordinate systems, the so-called Staeckel conditions have proved use-
ful. They provide necessary and sufficient conditions for separability under certain
circumstances. A proof of the sufficiency of the conditions and references will be
found in Appendix D of the second edition of this text.

The Staeckel conditions for the separation of the Hamilton–Jacobi equations
are:

1. The Hamiltonian is conserved.

2. The Lagrangian is no more than a quadratic function of the generalized
velocities, so the Hamiltonian takes the form:

H = 1
2 (p̃ − ã)T−1(p − a)+ V (q). (8.27)

3. The vector a has elements ai that are functions only of the corresponding
coordinate, that is ai = ai (qi ).

4. the potential function can be written as a sum of the form

V (q) =
∑

i

Vi (qi )

Tii
. (10.61)
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5. Consider the matrix φ−1, with an inverse φ whose elements are

δi jφ
−1
i j = 1

Tii
. (no summation on i) (10.62)

where (
∂Wi

∂qi
− ai

)
= 2δikφk jγ j

with γ a constant unspecified vector. If the diagonal elements of both φ
and φ−1 depend only upon the associated coordinate, that is, φ−1

i i and
φi i are constants or a function of qi only, then provided 1–4 are true, the
Hamiltonian–Jacobi equations separate.

Since we have assumed that the generalized coordinates qi form an orthogonal
coordinate system, the matrix T (introduced in Section 8.1) is diagonal. It follows
that the inverse matrix T−1 is also diagonal and, if we are dealing with a particle
in an external force field, the diagonal elements are:

φ−1
i i = 1

Tii
= 1

m
, (no summation) (10.63)

so the fifth Staeckel condition is satisfied.
If the Staeckel conditions are satisfied, then Hamilton’s characteristic function

is completely separable:

W (q) =
∑

i

Wi (qi ),

with the Wi satisfying equations of the form

(
∂Wi

∂qi
− ai

)2

= −2Vi (qi )+ 2φi jγ j , (10.64)

where γ j are constants of integration (and there is summation only over the
index j).

While these conditions appear mysterious and complicated, their application
usually is fairly straightforward. As an illustration of some of the ideas developed
here about separability, the Hamilton–Jacobi equation for a particle moving in
a central force will be discussed in polar coordinates. The problem will then be
generalized to arbitrary potential laws, to furnish an application of the Staeckel
conditions.

Let us first consider the central force problem in terms of the polar coordinates
(r, ψ) in the plane of the orbit. The motion then involves only two degrees of
freedom and the Hamiltonian has the form

H = 1

2m

(
p2

r +
p2
ψ

r2

)
+ V (r), (10.65)
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which is cyclic in ψ . Consequently, Hamilton’s characteristic function appears as

W = W1(r)+ αψψ, (10.66)

where αψ is the constant angular momentum pψ conjugate to ψ . The Hamilton–
Jacobi equation then becomes

(
∂W1

∂r

)2

+
α2
ψ

r2
+ 2mV (r) = 2mα1, (10.67)

where α1 is the constant identified physically as the total energy of the system.
Solving Eq. (10.66) for the partial derivative of W1 we obtain

∂W1

∂r
=
√

2m(α1 − V )−
α2
ψ

r2
,

so that W is

W =
∫

dr

√
2m(α1 − V )−

α2
ψ

r2
+ αψψ. (10.68)

With this form for the characteristic function, the transformation equations
(10.46) appear as

t + β1 = ∂W

∂α1
=
∫

m dr√
2m(α1 − V )− α2

ψ

r2

, (10.69a)

and

β2 = ∂W

∂αψ
= −

∫
αψdr

r2

√
2m(α1 − V )− α2

ψ

r2

+ ψ. (10.69b)

Equation (10.69a) furnishes r as a function of t and agreees with the correspond-
ing solution, Eq. (3.18), found in Chapter 3, with α1 and αψ written explicitly as E
and l, respectively. It has been remarked previously that the remaining transforma-
tion equations for Qi , here only Eq. (10.69b), should provide the orbit equation.
If the variable of integration in Eq. (10.69b) is changed to u = 1/r , the equation
reduces to

ψ = β2 −
∫

du√
2m
α2
ψ

(α1 − V )− u2

which agrees with Eq. (3.37) previously found for the orbit, identifying ψ as θ
and β2 as θ0.
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As a further example of separation of variables, we shall examine the same
central force problem, but in spherical polar coordinates, that is, ignoring our
a priori knowledge that the orbit lies in a plane. The appropriate Hamiltonian has
been shown to be (cf. Eq. (8.29)):

H = 1

2m

(
p2

r + p2
θ

r2
+ p2

φ

r2 sin2 θ

)
+ V (r). (10.70)

If the variables in the corresponding Hamilton–Jacobi equation are separable, then
Hamilton’s characteristic function must have the form

W = Wr (r)+ Wθ (θ)+ Wφ(φ). (10.71)

The coordinate φ is cyclic in the Hamiltonian and hence

Wφ = αφφ (10.72)

where αφ is a constant of integration. In terms of this form for W , the Hamilton–
Jacobi equation reduces to

(
∂Wr

∂r

)2

+ 1

r2

[(
∂Wθ

∂θ

)2

+ α2
φ

sin2 θ

]
+ 2mV (r) = 2m E, (10.73)

where we have explicitly identified the constant Hamiltonian with the total
energy E . Note that all dependence on θ , and on θ alone, has been segregated into
the expression within the square brackets. The Hamilton–Jacobi equation then
conforms to the appearance of Eq. (10.58), and following the argument given
there we see that the quantity in the square brackets must be a constant:

(
∂Wθ

∂θ

)2

+
α2
φ

sin2 θ
= α2

θ . (10.74)

Finally the dependence of W on r is given by the remainder of the Hamilton–
Jacobi equation:

(
∂Wr

∂r

)2

+ α2
θ

r2
= 2m(E − V (r)). (10.75)

The variables in the Hamilton–Jacobi equation are thus completely separated.
Equations (10.74) and (10.75) may be easily reduced to quadratures providing
at least a formal solution for Wθ (θ) and Wr (r), respectively.

Note that the constants of integration αφ , αθ , α1 all have directly recognizable
physical meanings. The quantity αφ is of course the constant value of the angular
momentum about the polar axis (cf. Eq. (10.44)):

αφ = pφ = ∂Wφ

∂φ
. (10.76)
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To identify αθ we use Eq. (10.44) to rewrite Eq. (10.74) as

p2
θ +

p2
θ

sin2 θ
= α2

θ , (10.74′)

so that the Hamiltonian, Eq. (10.70) appears as

H = 1

2m

(
p2

r + α2
θ

r2

)
+ V (r). (10.70′)

Comparison with Eq. (10.65) for the Hamiltonian as expressed in terms of polar
coordinates in the plane of the orbit shows that αθ is the same as pψ , the magni-
tude of the total angular momentum:

αθ = pψ ≡ l. (10.77)

Lastly, α1 is of course the total energy E . Indeed, the three differential equations
for the component parts of W can be looked on as statements of conservation the-
orems. Equation (10.75) says the z-component of the angular momentum vector,
L, is conserved, while Eq. (10.74) states the conservation of the magnitude, l,
of the angular momentum. And Eq. (10.75) is a form of the energy conservation
theorem.

In this simple example, some of the power and elegance of the Hamilton–
Jacobi method begins to be apparent. A few short steps suffice to obtain the
dependence of r on t and the orbit equation, Eqs. (10.69a and b), results derived
earlier only with considerable labor. The conserved quantities of the central force
problem also appear automatically. Separation of variables for the purely central
force problem can also be performed in other coordinate systems, for example,
parabolic coordinates, and the conserved quantities appear there in forms appro-
priate to the particular coordinates.

Finally, we can employ the Staeckel conditions to find the most general form of
a scalar potential V for a single particle for which the Hamilton–Jacobi equation
is separable in spherical polar coordinates. The matrix f of the Staeckel condi-
tions depends only on the coordinate system and not on the potential. Since the
Hamilton–Jacobi equation is separable in spherical polar coordinates for at least
one potential, that is, the central force potential, it follows that the matrix f does
exist. The specific form of f is not needed to answer our question. Further, since a
by hypothesis is zero, all we need do is apply Eq. (10.62) to find the most general
separable form of V . From the kinetic energy (Eq. 8.28′), the diagonal elements
of T are

Trr = m, Tθθ = mr2, Tφφ = mr2 sin2 θ.

By Eq. (10.62) it follows that the desired potential must have the form

V (q) = Vr (r)+ Vθ (θ)

r2
+ Vφ(φ)

r2 sin2 θ
. (10.78)
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It is easy to verify directly that with this potential the Hamilton–Jacobi equation
is still completely separable in spherical polar coordinates.

10.6 ACTION-ANGLE VARIABLES IN
SYSTEMS OF ONE DEGREE OF FREEDOM

Of especial importance in many branches of physics are systems in which the
motion is periodic. Very often we are interested not so much in the details of the
orbit as in the frequencies of the motion. An elegant and powerful method of han-
dling such systems is provided by a variation of the Hamilton–Jacobi procedure.
In this technique, the integration constants αi appearing directly in the solution of
the Hamilton–Jacobi equation are not themselves chosen to be the new momenta.
Instead, we use suitably defined constants Ji , which form a set of n independent
functions of the αi ’s, and which are known as the action variables.

For simplicity, we shall first consider in this section systems of one degree of
freedom. It is assumed the system is conservative so that the Hamiltonian can be
written as

H(q, p) = α1.

Solving for the momentum, we have that

p = p(q, α1), (10.79)

which can be looked on as the equation of the orbit traced out by the system
point in the two-dimensional phase space, p, q when the Hamiltonian has the
constant value α1. What is meant by the term “periodic motion” is determined by
the characteristics of the phase space orbit. Two types of periodic motion may be
distinguished:

1. In the first type, the orbit is closed, as shown in Fig. 10.2(a), and the system
point retraces its steps periodically. Both q and p are then periodic functions
of the time with the same frequency. Periodic motion of this nature will be
found when the initial position lies between two zeros of the kinetic energy.
It is often designated by the astronomical name libration, although to a
physicist it is more likely to call to mind the common oscillatory systems,
such as the one-dimensional harmonic oscillator.

2. In the second type of periodic motion, the orbit in phase space is such that p
is some periodic function of q, with period q0, as illustrated in Fig. 10.2(b).
Equivalently, this kind of motion implies that when a is increased by q0,
the configuration of the system remains essentially unchanged. The most
familiar example is that of a rigid body constrained to rotate about a given
axis, with q as the angle of rotation. Increasing q by 2π then produces no
essential change in the state of the system. Indeed, the position coordinate
in this type of periodicity is invariably an angle of rotation, and the motion
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FIGURE 10.2 Orbit of the system point in phase space for periodic motion of one-
dimensional systems.

will be referred to simply as rotation, in contrast to libration. The values of
q are no longer bounded but can increase indefinitely.

It may serve to clarify these ideas to note that both types of periodicity may
occur in the same physical system. The classic example is the simple pendulum
where q is the angle of deflection θ . If the length of the pendulum is l and the
potential energy is taken as zero at the point of suspension, then the constant
energy of the system is given by

E = p2
θ

2ml2
− mgl cos θ. (10.80)

Solving Eq. (10.64) for pθ , the equation of the path of the system point in phase
space is

pθ = ±
√

2ml2(E + mgl cos θ). (10.81)

If E is less than mgl, then physical motion of the system can only occur for |θ |
less than a bound, θ ′, defined by the equation

cos θ ′ = − E

mgl
.

Under these conditions, the pendulum oscillates between −θ ′ and +θ ′, which is a
periodic motion of the libration type. The system point then traverses some such
path in phase space as the curve 1 of Fig. 10.3. However, if E > mgl, all values
of θ correspond to physical motion and θ can increase without limit to produce a
periodic motion of the rotation type. What happens physically in this case is that
the pendulum has so much energy that it can swing through the vertical position
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FIGURE 10.3 Phase space orbits for the simple pendulum.

θ = π and therefore continues rotating. Curve 3 in Fig. 10.3 corresponds to the
rotation motion of the pendulum. The limiting case when E = mgl is illustrated
by curves 2 and 2′ in Fig. 10.3. At this energy, the pendulum arrives at θ = π , the
vertical position, with zero kinetic energy, that is, pθ = 0. It is then in unstable
equilibrium and could in principle remain there indefinitely. However, if there
is the slightest perturbation, it could continue its motion either along curve 2 or
switch to curve 2′—it could fall down either way. The point θ = π , pθ = 0
is a saddle point of the Hamiltonian function H = E(pθ , θ) and there are two
paths of constant E in phase space that intersect at the saddle point. We have here
an instance of what is called a bifurcation, a phenomenon that will be discussed
extensively in the next chapter. (See also Section 6.6.)

For either type of periodic motion, we can introduce a new variable J designed
to replace α1 as the transformed (constant) momentum. The so-called action vari-
able J is defined as (cf. Eq. (8.80))

J =
∮

p dq, (10.82)

where the integration is to be carried over a complete period of libration or of
rotation, as the case may be. (The designation as action variable stems from the
resemblance of Eq. (10.82) to the abbreviated action of Section 8.6. Note that J
always has the dimensions of an angular momentum.) From Eq. (10.79), it follows
that J is always some function of α1 alone:

α1 ≡ H = H(J ). (10.83)

Hence, Hamilton’s characteristic function can be written as

W = W (q, J ). (10.84)
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The generalized coordinate conjugate to J , known as the angle variable w, is
defined by the transformation equation:

w = ∂W

∂ J
. (10.85)

Correspondingly, the equation of motion for w is

ẇ = ∂H(J )

∂ J
= v(J ), (10.86)

where v is a constant function of J only. Equation (10.86) has the immediate
solution

w = vt + β, (10.87)

so that w is a linear function of time, exactly as in Eq. (10.47).
So far the action-angle variables appear as no more than a particular set of the

general class of transformed coordinates to which the Hamilton–Jacobi equation
leads. Equation (10.85) could be solved for q as a function of w and J , which,
in combination with Eq. (10.87), would give the desired solution for q as a func-
tion of time. But when employed in this fashion the variables have no signifi-
cant advantage over any other set of coordinates generated by W . Their particular
merit rises rather from the physical interpretation that can be given to v. Consider
the change in w as q goes through a complete cycle of libration or rotation, as
given by

�w =
∮
∂w

∂q
dq. (10.88)

By Eq. (10.85), this can also be written

�w =
∮

∂2W

∂q∂ J
dq. (10.89)

Because J is a constant, the derivative with respect to J can be taken outside the
integral sign:

�w = d

d J

∮
∂W

∂q
dq = d

d J

∮
p dq = 1, (10.90)

where the last step follows from the definition for J , Eq. (10.82).
Equation (10.90) states that w changes by unity as q goes through a complete

period. But from Eq. (10.87), it follows that if τ is the period for a complete cycle
of q, then

�w = 1 = vτ.
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Hence, the constant v can be identified as the reciprocal of the period,

v = 1

τ
, (10.91)

and is therefore the frequency associated with the periodic motion of q. The use
of action-angle variables thus provides a powerful technique for obtaining the fre-
quency of periodic motion without finding a complete solution to the motion of the
system. If it is known a priori that a system of one degree of freedom is periodic
according to the definitions given above, then the frequency can be found once
H is determined as a function of J . The derivative of H with respect to J , by
Eq. (10.86), then directly gives the frequency v of the motion. The designation of
w as an angle variable becomes obvious from the identification of v in Eq. (10.87)
as a frequency. Since J has the dimensions of an angular momentum, the coordi-
nate w conjugate to it is an angle.*

As an illustration of the application of action-angle variables to find frequen-
cies, let us again consider the familiar linear harmonic oscillator problem. From
Eqs. (10.26) and the defining equation (10.82), the constant action variable J is
given by

J =
∮

p dq =
∮ √

2mα − m2ω2q2 dq, (10.92)

where α is the constant total energy and ω2 = k/m. The substitution (10.25)

q =
√

2α

mω2
sin θ

reduces the integral to

J = 2α

ω

∫ 2π

0
cos2 θ dθ, (10.93)

where the limits are such as to correspond to a complete cycle in q. This integrates
to

J = 2πα

ω

or, solving for α,

α ≡ H = Jω

2π
. (10.94)

*For some applications the action variable is defined in the literature of celestial mechanics as (2π)−1

times the value given in Eq. (10.82). By Eq. (10.90), the corresponding angle variable is 2π times our
definition and in place of v we have ω, the angular frequency. However, we shall stick throughout to
the familiar definitions used in physics, as given above.
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The frequency of oscillation is therefore

∂H

∂ J
= v = ω

2π
= 1

2π

√
k

m
, (10.95)

which is the customary formula for the frequency of a linear harmonic oscillator.
Although it is entirely unnecessary for obtaining the frequencies, it is nevertheless
instructive (and useful for future applications) to write the solutions, Eqs. (10.25)
and (10.27), in terms of J and w. It will be recognized first that the combination
(ωt + β) is by Eqs. (10.95) and (10.87) the same as 2πw, with the constant
of integration suitably redefined. Hence, the solutions for q, Eq. (10.25), and p,
Eq. (10.27), take on the form

q =
√

J

πmω
sin 2πw, (10.96)

p =
√

m Jω

π
cos 2πw. (10.97)

Note that Eqs. (10.96) and (10.97) can also be looked on as the transformation
equations from the (w, J ) set of canonical variables to the (q, p) canonical set.

10.7 ACTION-ANGLE VARIABLES FOR COMPLETELY
SEPARABLE SYSTEMS*

Action-angle variables can also be introduced for certain types of motion of sys-
tems with many degrees of freedom, providing there exists one or more sets of
coordinates in which the Hamilton–Jacobi equation is completely separable. As
before, only conservative systems will be considered, so that Hamilton’s charac-
teristic function will be used. Complete separability means that the equations of
canonical transformation have the form

pi = ∂Wi (qi ; α1, . . . , αn)

∂qi
, (10.98)

which provides each pi as a function of the qi and the n integration constants α j :

pi = pi (qi ; α1, . . . , αn). (10.99)

Equation (10.99) is the counterpart of Eq. (10.79), which applied to systems of
one degree of freedom. It will be recognized that Eq. (10.99) here represents
the orbit equation of the projection of the system point on the (qi , pi ) plane in
phase space. We can define action-angle variables for the system when the orbit
equations for all of the (qi , pi ) pairs describe either closed orbits (libration, as in
Fig. 10.2(a)) or periodic functions of qi (rotation, as in Fig. 10.2(b)).

Note that this characterization of the motion does not mean that each qi and
pi will necessarily be periodic functions of the time, that is, that they repeat their

*Unless otherwise stated, the summation convention will not be used in this section.
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values at fixed time intervals. Even when each of the separated (qi , pi ) sets are
indeed periodic in this sense, the overall system motion need not be periodic.
Thus, in a three-dimensional harmonic oscillator the frequencies of motion along
the three Cartesian axes may all be different. In such an example, it is clear the
complete motion of the particle may not be periodic. If the separate frequencies
are not rational fractions of each other, the particle will not traverse a closed
curve in space but will describe an open “Lissajous figure.” Such motion will
be described as multiply periodic. It is the advantage of the action-angle variables
that they lead to an evaluation of all the frequencies involved in multiply periodic
motion without requiring a complete solution of the motion.

In analogy to Eq. (10.82), the action variables Ji are defined in terms of line
integrals over complete periods of the orbit in the (qi , pi ) plane:

Ji =
∮

pi dqi . (10.100)

If one of the separation coordinates is cyclic, its conjugate momentum is constant.
The corresponding orbit in the (qi , pi ) plane of phase space is then a horizontal
straight line, which would not appear to be in the nature of a periodic motion.
Actually the motion can be considered as a limiting case of the rotation type of
periodicity, in which qi may be assigned any arbitrary period. Since the coordinate
in a rotation periodicity is invariably an angle, such a cyclic qi always has a natural
period of 2π . Accordingly, the integral in the definition of the action variable
corresponding to a cyclic angle coordinate is to be evaluated from 0 to 2π , and
hence

Ji = 2πpi (10.101)

for all cyclic variables.
By Eq. (10.98), Ji can also be written as

J =
∮
∂Wi (qi ; α1, . . . , αn)

∂qi
dqi . (10.102)

Since qi is here merely a variable of integration, each action variable Ji is a
function only of the n constants of integration appearing in the solution of the
Hamilton–Jacobi equation. Further, it follows from the independence of the sep-
arate variable pairs (qi , pi ) that the Ji ’s form n independent functions of the αi ’s
and hence are suitable for use as a set of new constant momenta. Expressing the
αi ’s as functions of the action variables, the characteristic function W can be writ-
ten in the form

W = W (q1, . . . , qn; J1, . . . , Jn) =
∑

j

W j (q j ; J1, . . . , Jn),

while the Hamiltonian appears as a function of the Ji ’s only:

H = α1 = H(J1, . . . , Jn). (10.103)
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As in the system of one degree of freedom, we can define conjugate angle
variables wi by the equations of transformation that here appear as

wi = ∂W

∂ Ji
=

n∑
j=1

∂W j (q j ; J1, . . . , Jn)

∂ Ji
. (10.104)

Note in general wi could be a function of several or all of the qi ; that is, wi =
wi (qi , . . . , qn; Ji , . . . , Jn). The wi ’s satisfy equations of motion given by

ẇi = ∂H(J1, . . . , Jn)

∂ Ji
= vi (J1, . . . , Jn). (10.105)

Because the vi ’s are constants, functions of the action variables only, the angle
variables are all linear functions of time

wi = vi t + βi . (10.106)

Note that in general the separate wi ’s increase in time at different rates.
The constants vi can be identified with the frequencies of the multiply peri-

odic motion, but the argument to demonstrate the relation is more subtle than for
periodic systems of one degree of freedom. The transformation equations to the
(w, J ) set of variables implies that each q j (and p j ) is a function of the constants
Ji and the variables wi . What we want to find is what sort of mathematical func-
tion the q’s are of the w’s. To do this, we examine the change in a particular wi

when each of the variables q j is taken through an integral number, m j , of cycles
of libration or rotation. In carrying out this purely mathematical procedure, we
are clearly not following the motion of the system in time. It is as if the flow
of time were suspended and each of the q’s were moved, manually as it were,
independently through a number of cycles of their motion. In effect, we are deal-
ing with analogues of the virtual displacements of Chapter 1, and accordingly the
infinitesimal change in wi as the q j ’s are changed infinitesimally will be denoted
by δwi and is given by

δwi =
∑

j

∂wi

∂q j
dq j =

∑ ∂2W

∂ Ji∂q j
dq j ,

where use has been made of Eq. (10.104). The derivative with respect to qi van-
ishes except for the W j constituent of W , so that by Eq. (10.98) δwi reduces to

δwi = ∂

∂ Ji

∑
j

p j (q j , J ) dq j . (10.107)

Equation (10.107) represents δwi as the sum of independent contributions
each involving the q j motion. The total change in wi as a result of the specified
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maneuver is therefore

�wi =
∑

j

∂

∂ Ji

∮
m j

p j (q j , J ) dq j . (10.108)

The differential operator with respect to Ji can be kept outside the integral signs
because throughout the cyclic motion of qi all the J ’s are of course constant. Be-
low each integral sign, the symbol m j indicates the integration is over m j cycles
of q j . But each of the integrals is, by the definition of the action variables, exactly
m j J j . Since the J ’s are independent, it follows that

�wi = mi . (10.109)

Further, note that if any q j does not go through a complete number of cycles, then
in the integration over q j there will be a remainder of an integral over a fraction
of a cycle and �wi will not have an integral value. If the sets of w’s and m’s are
treated as vectors w and m, respectively, Eq. (10.109) can be written as

�w = m. (10.109′)

Suppose, first, that the separable motions are all of the libration type so that
each q j , as well as p j , returns to its initial value on completion of a complete
cycle. The result described by Eq. (10.109′) could now be expressed somewhat
as follows: h (the vector of q’s and p’s) is such a function of w that a change
�h = 0 corresponds to a change �w = m, a vector of integer values. Since the
number of cycles in the chosen motions of q j are arbitrary, m can be taken as zero
except for mi = 1, and all the components of h remain unchanged or return to
their original values. Hence, in the most general case the components of h must
be periodic functions of each wi with period unity; that is, the q’s and p’s are
multiply periodic functions of the w’s with unit periods. Such a multiply periodic
function can always be represented by a multiple Fourier expansion, which for qk ,
say, would appear as

qk =
∞∑

j1=−∞

∞∑
j2=−∞

, . . . ,

∞∑
jn=−∞

a(k)j1,..., jn
·e2π i( j1wi+ j2w2+ j3w3+···+ jnwn), (libration)

(10.110)
where the j’s are n integer indices running from −∞ to ∞. By treating the set of
j’s also as a vector in the same n-dimensional space with w, the expansion can be
written more compactly as

qk =
∑

j

a(k)j a2π ij·w, (libration). (10.110′)

If we similarly write Eq. (10.109′) as a vector equation,

w = vt + b, (10.106′)
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then the time dependence of qk appears in the form

qk(t) =
∑

j

a(k)j e2π ij·(vt+b), (libration). (10.111)

Note that in general qk(t) is not a periodic function of t . Unless the various vi ’s
are commensurate (that is, rational multiples of each other), qk will not repeat its
values at regular intervals of time. Considered as a function of t , qk is designated
as a quasi-periodic function. Finally it should be remembered that the coefficients
a(k)j can be found by the standard procedure for Fourier coefficients; that is, they
are given by the multiple integral over the unit cell in w space:

a(k)j =
∫ 1

0
, . . . ,

∫ 1

0
qk(w)e−2π ij·w(dw). (10.112)

Here (dw) stands for the volume element in the n-dimensional space of the wi ’s.
When the motion is in the nature of a rotation, then in a complete cycle of the

separated variable pair (qk, pk) the coordinate qk does not return to its original
value, but instead increases by the value of its period q0k . Such a rotation coordi-
nate is therefore not itself even multiply periodic. However, during the cycle we
have seen that wk increases by unity. Hence, the function qk −wkq0k does return
to its initial value and, like the librational coordinates, is a multiply periodic func-
tion of all the w’s with unit periods. We can therefore expand the function in a
multiple Fourier series analogous to Eq. (10.110)

qk − wkq0k =
∑

j

a(k)j e2π ij·w, (rotation) (10.113)

or

qk = q0k(vk t + βk)+
∑

j

a(k)j e2π ij·(vt+b), (rotation). (10.114)

Thus, it is always possible to derive a multiply periodic function from a rotation
coordinate, which can then be handled exactly like a libration coordinate. To sim-
plify the further discussion, we shall therefore confine ourselves primarily to the
libration type of motion.

The separable momentum coordinates, pk , are by the nature of the assumed
motion also multiply periodic functions of the w’s and can be expanded in a mul-
tiple Fourier series similar to Eq. (10.110). It follows then that any function of the
several variable pairs (qk, pk) will also be multiply periodic functions of the w’s
and can be written in the form

f (q, p) =
∑

j

bje
2π ij·w =

∑
j

bje
2π ij·(vt+b). (10.115)

For example, where the Cartesian coordinate of particles in the system are not
themselves the separation coordinates, they can still be written as functions of
time in the fashion of Eq. (10.115).
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While Eqs. (10.110) and (10.111) represent the most general type of motion
consistent with the assumed nature of the problem, not all systems will exhibit
this full generality. In particular, for most problems simple enough to be used as
illustrations of the application of action-angle variables, Eq. (10.104) simplifies to

wi = ∂wi

∂ Ji
(qi ; J1, . . . , Jn) (10.116)

and each separation coordinate qi is a function only of its corresponding wk .
When this happens, qk is then a periodic function of wk (and therefore of time),
and the multiple Fourier series reduces to a single Fourier series:

qk =
∑

j

a(k)j e2π i jwk =
∑

j

a(k)j e2π i j (vk t+βk ). (10.117)

In the language of Chapter 6, in such problems the qk’s are in effect the
normal coordinates of the system. However, even when the motion in the q’s
can be so simplified, it frequently happens that functions of all the q’s, such as
Cartesian coordinates, remain multiply periodic functions of the w’s and must be
represented as in Eq. (10.115). If the various frequencies vk are incommensurate,
then such functions are not periodic functions of time. The motion of a two-
dimensional anisotropic harmonic oscillator provides a convenient and familiar
example of these considerations.

Suppose that in a particular set of Cartesian coordinates the Hamiltonian is
given by

H = 1

2m
[(p2

x + 4π2m2v2
x x2)+ (p2

y + 4π2m2v2
y y2)].

These Cartesian coordinates are therefore suitable separation variables, and each
will exhibit simple harmonic motion with frequencies vx and vy , respectively.
Thus, the solutions for x and y are particularly simple forms of the single Fourier
expansions of Eq. (10.117). Suppose now that the coordinates are rotated 45◦
about the z axis; the components of the motion along the new x ′, y′ axes will be

x ′ = 1√
2

[x0 cos 2π(vx t + βx )+ y0 cos 2π(vyt + βy)],

y′ = 1√
2

[y0 cos 2π(vyt + βy)− x0 cos 2π(vx t + βx )]. (10.118)

If vx/vy is a rational number, these two expressions will be commensurate, corre-
sponding to closed Lissajous figures of the type shown in Fig. 10.4. But if vx and
vy are incommensurable, the Lissajous figure never exactly retraces its steps and
Eqs. (10.118) provide simple examples of multiply periodic series expansions of
the form (10.117).

Even when qk is a multiply periodic function of all the w’s, we intuitively feel
there must be a special relationship between qk and its corresponding wk (and
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FIGURE 10.4 Lissajous figures for Eq. (10.118). (a) βx = βy = 1
4 , vx
vy

= 1
2 (b) βx = 1

4 ,

βy = 0, vx
vy

= 1
3 .

therefore vk). After all, the argument culminating in Eq. (10.109) says that when
qk alone goes through its complete cycle, wk increases by unity, while the other
w’s return to their initial values. It was only in 1961 that J. Vinti succeeded in
expressing this intuitive feeling in a precise and rigorous statement.*

Suppose that the time interval T contains m complete cycles of qk plus a frac-
tion of a cycle. In general, the times required for each successive cycle will be
different, since qk will not be a periodic function of t . Then Vinti showed, on the
basis of a theorem in number theory, that as T increases indefinitely,

Lim
t→∞

m

T
= vk . (10.119)

The mean frequency of the motion of qk is therefore always given by vk , even
when the entire motion is more complicated than a periodic function with fre-
quency vk .

Barring commensurability of all the frequencies, a multiply periodic function
can always be formed from the generating function W . The defining equation
for Ji , Eq. (10.102), in effect states that when qi goes through a complete cycle;
that is, when wi changes by unity, the characteristic function increases by Ji . It
follows that the function

W ′ = W −
∑

k

wk Jk (10.120)

remains unchanged when each wk is increased by unity, all the other angle vari-
ables remaining constant. Equation (10.120) therefore represents a multiply peri-
odic function that can be expanded in terms of the wi (or of the frequencies vi )
by a series of the form of Eq. (10.115). Since the transformation equations for the

*J. Vinti, J. Res. Nat. Bur. Standards, 65B, 131 (1961).
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angle variables are

wk = ∂W

∂ Jk
,

it will be recognized that Eq. (10.120) defines a Legendre transformation from
the q, J basis to the q, w basis. Indeed, comparison with Eq. (9.15) in combina-
tion with Eq. (9.12) shows that if W (q, J ) is a generating function of the form
F2(q, P), then W ′(q, w) is the corresponding generating function of the type
F1(q, Q), transforming in both cases from the (q, p) variables to the (w, J ) vari-
ables. While W ′ thus generates the same transformation as W , it is of course not
a solution of the Hamilton-Jacobi equation.

It has been emphasized that the system configuration is multiply periodic only
if the frequencies vi are not rational fractions of each other. Otherwise, the con-
figuration repeats after a sufficiently long time and would therefore be simply
periodic. The formal condition for the commensurability of two frequencies vi

and v j is that they satisfy the relation jivi = j jv j (no sum) where ji and j j are
nonzero positive integers. For complete commensurability, all pairs of frequencies
must satisfy relations of the form

jivi = jkvk, (no sum) (10.121)

where the ji and jk are nonzero positive integers.
When we can express any vi as a rational fraction of any of the other frequen-

cies, the system is said to be completely commensurate. If only m + 1 of the n
frequencies satisfy Eq. (10.121), the system is said to be m-fold commensurate.
For example, consider the set of seven frequencies v1 = 3 MHz, v2 = 5 MHz,
v3 = 7 MHz, v4 = 2

√
2 MHz, v5 = 3

√
2 MHz, v6 = √

3 MHz, v7 = √
7 MHz.

The first three v1, v2, and v3 are triply commensurate, the next two v4 and v5 are
doubly commensurate.

There is an interesting connection between commensurability and the coordi-
nates in which the Hamilton–Jacobi equation is separable. It can be shown that the
path of the system point for a noncommensurate system completely fills a limited
region of both configuration and phase space. This can be seen in the Lissajous
figures of incommensurate frequencies.

Suppose the problem is such that the motion in any one of the separation coor-
dinates is simply periodic and has therefore been shown to be independent of the
motion of the other coordinates. Hence, the path of the system point as a whole
must be limited by the surfaces of constant qi and pi that mark the bounds of the
oscillatory motion of the separation variables. (The argument is easily extended
to rotation by limiting all angles to the region 0 to 2π .) These surfaces there-
fore define the volume in space that is densely filled by the system point orbit.
It follows that the separation of variables in noncommensurate systems must be
unique; the Hamilton–Jacobi equation cannot be separated in two different coor-
dinate systems (aside from trivial variations such as change of scale). The possi-
bility of separating the motion in more than one set of coordinates thus normally
provides evidence that the system is commensurate.
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The simplest example of being commensurate is degeneracy which occurs
when two or more of the frequencies are equal. If two of the force constants
in a three-dimensional harmonic oscillator are equal, then the corresponding fre-
quencies are identical and the system is singly degenerate. In an isotropic linear
oscillator, the force constants are the same along all directions, all frequencies are
equal, and the system is completely degenerate.

Whenever this simple degeneracy is present, the fundamental frequencies are
no longer independent, and the periodic motion of the system can be described
by less than the full complement of n frequencies. Indeed, the m conditions of
degeneracy can be used to reduce the number of frequencies to n − m + 1. The
reduction of the frequencies may be most elegantly performed by means of a point
transformation of the action-angle variables. The m degeneracy conditions may be
written (where jki are positive or negative integers)

n∑
i=1

jkivi = 0, k = 1, . . . ,m. (10.122)

Consider now a point transformation from (w, J ) to (w′, J ′) defined by the
generating function (cf. Eq. (9.26) where the summation convention is used):

F2 =
m∑

k=1

n∑
i=1

J ′
k jkiwi +

n∑
k=m+1

J ′
kwk . (10.123)

The transformed coordinates are

w′
k =

n∑
i=1

jki , k = 1, . . . ,m,

= wk, k = m + 1, . . . , n. (10.124)

Correspondingly, the new frequencies are

v′k = ẇ′
k =

n∑
i=1

jkivi = 0 k = 1, . . . ,m,

= vk k = m + 1, . . . , n. (10.125)

Thus in the transformed coordinates, m of the frequencies are zero, and we are left
with a set of n −m independent frequencies plus the zero frequency. It is obvious
that the new w′

k may also be termed as angle variables in the sense that the system
configuration is multiply periodic in the w′

k coordinates with the fundamental
period unity. The corresponding constant action variables are given as the solution
of the n equations of transformation

Ji =
m∑

k=1

J ′
k jki +

n∑
k=m+1

J ′
kδki . (10.126)
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The zero frequencies correspond to constant factors in the Fourier expansion.
These are of course also present in the original Fourier series in terms of the
v’s, Eq. (10.110), occurring whenever the indices ji are such that degeneracy
conditions are satisfied. Since

v′i =
∂H

∂ J ′
i
,

the Hamiltonian must be independent of the action variables J ′
i whose corre-

sponding frequencies vanish. In a completely degenerate system, the Hamiltonian
can therefore be made to depend upon only one of the action variables.

Note that Hamilton’s characteristic function W also serves as the generating
function for the transformation from the (q, p) set to the (w′, J ′) set. Since the J ′
quantities are n independent constants, the original constants of integration may
be expressed in terms of the J ′ set, and W given as W (q, J ′). In this form, it is a
generating function to a new set of canonical variables for which the J ′ quantities
are the canonical momenta. But by virtue of the point transformation generated
by the F2 of Eq. (10.123), we know that w′ is conjugate to J ′. Hence, it follows
that the new coordinates generated by W (q, J ′)must be the angle variable w′ set,
with equations of transformation given by

w′
i =

∂W

∂ J ′
i
. (10.127)

(For a more formal proof of Eq. (10.127) based on the algebraic structure of
Eq. (10.123), see Derivation 3.)

The problem of the bound motion of a particle in an inverse-square law central
force illustrates many of the phenomena involved in degeneracy. A discussion of
this problem also affords an opportunity to show how the action-angle technique is
applied to specific systems, and to indicate the connections with Bohr’s quantum
mechanics and with celestial mechanics. Accordingly, the next section is devoted
to a detailed treatment of the Kepler problem in terms of action-angle variables.

10.8 THE KEPLER PROBLEM IN ACTION-ANGLE VARIABLES*

To exhibit all of the properties of the solution, we shall examine the motion in
three dimensional space, rather than make use of our a priori knowledge that the
orbit lies in a plane. In terms of spherical polar coordinates, the Kepler problem
becomes a special case of the general treatment given above in Section 10.5 for
central force motion in space. Equations (10.70) through (10.77) can be taken
over here immediately, replacing V (r) wherever it occurs by its specific form

V (r) = −k

r
. (10.128)

*The summation convention will be resumed from here on.
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Since the potential V (r) depends only upon one of the three coordinates, it fol-
lows that the Hamilton–Jacobi equation is completely separable in spherical polar
coordinates. We shall confine our discussion to the bound case, that is, E < 0.
Hence, the motion in each of the coordinates will be periodic—libration in r and
θ , and rotation in φ. The conditions for the application of action-angle variables
are thus satisfied, and we can proceed to construct the action variables on the basis
of the defining equation (10.102). From Eq. (10.72), it follows that

Jφ =
∮
∂W

∂φ
dφ =

∮
αφ dφ. (10.129a)

Similarly, on the basis of Eq. (10.74), Jθ is given by

Jθ =
∮
∂W

∂θ
dθ =

∮ √
α2
θ −

α2
φ

sin2 θ
dθ. (10.129b)

Finally the integral for Jr from Eq. (10.75), is

Jr =
∮
∂W

∂r
dr =

∮ √
2m E + 2mk

r
− α2

θ

r2
dr. (10.129c)

The first integral is trivial; φ goes through 2π radians in a complete revolution
and therefore

Jφ = 2παφ = 2πpφ. (10.130)

This result could have been predicted beforehand, for φ is a cyclic coordinate
in H , and Eq. (10.130) is merely a special case of Eq. (10.101) for the action
variables corresponding to cyclic coordinates. Integration of Eq. (10.129b) can
be performed in various ways; a procedure involving only elementary rules of
integration will be sketched here. If the polar angle of the total angular momentum
vector is denoted by i , so that

cos i = αφ

αθ
, (10.131)

then Eq. (10.129b) can also be written as

Jθ = αθ

∮ √
1 − cos2 i csc2 θ dθ. (10.132)

The complete circuital path of integration is for θ going from a limit −θ0 to +θ0
and back again, where sin θ0 = cos i , or θ0 = (π/2) − i . Hence, the circuital
integral can be written as 4 times the integral over from 0 to θ0, or after some
manipulation,

Jθ = 4αθ

∫ θ0

0
csc θ

√
sin2 i − cos2 θ dθ.
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The substitution

cos θ = sin i sinψ

transforms the integral to

Jθ = 4αθ sin2 i
∫ π/2

0

cos2 ψ dψ

1 − sin2 i sin2 ψ
. (10.133)

Finally, with the substitution

u = tanψ,

the integral becomes

Jθ = 4αθ sin2 i
∫ ∞

0

du

(1 + u2)(1 + u2 cos2 i)

= 4αθ

∫ ∞

0
du

(
1

1 + u2
− cos2 i

1 + u2 cos2 i

)
. (10.134)

This last form involves only well-known integrals, and the final result* is

Jθ = 2παθ (1 − cos i) = 2π(αθ − αφ). (10.135)

The last integral (Eq. (10.129c)), for Jr , can now be written as

Jr =
∮ √

2m E + 2mk

r
− (Jθ + Jφ)2

4π2r2
dr. (10.136)

After performing the integration, this equation can be solved for the energy E ≡
H in terms of the three action variables Jφ , Jθ , Jr . Note that Jφ and Jθ can occur
in E only in the combination Jθ + Jφ , and hence the corresponding frequencies
vφ and vθ must be equal, indicating a degeneracy. This result has not involved the
inverse-square law nature of the central force; any motion produced by a central
force is at least singly degenerate. The degeneracy is of course a consequence
of the fact that the motion is confined to a plane normal to the constant angular
momentum vector L. Motion in this plane implies that θ and φ are related to
each other such that as φ goes through a complete 2π period, θ varies through a
complete cycle between the limits (π/2) ± i . Hence, the frequencies in θ and φ
are necessarily equal.

*In evaluating the integral of the second term in the final integrand of Eq. (10.134), it has been assumed
that cos i is positive. This is always possible, since there is no preferred direction for the z axis in the
problem and it may be chosen at will. If cos i were negative, the sign of αφ in Eq. (10.135) would be
positive. For changes in the subsequent formulas, see Exercise 23.
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The integral involved in Eq. (10.136) can be evaluated by elementary means,
but the integration is most elegantly and quickly performed using the complex
contour integration method of residues. For the benefit of those familiar with this
technique, we shall outline the steps involved in integrating Eq. (10.136). Bound
motion can occur only when E is negative (cf. Section 3.3), and since the inte-
grand is equal to pr = mṙ , the limits of the motion are defined by the roots r1 and
r2 of the expression in the square root sign. If r1 is the inner bound, as in Fig. 3.6,
a complete cycle of r involves going from r1 to r2 and then back again to r1. On
the outward half of the journey, from r1 to r2, pr is positive and we must take
the positive square root. However, on the return trip to r1, pr is negative and the
square root must likewise be negative. The integration thus involves both branches
of a double-valued function, with r1 and r2 as the branch points. Consequently,
the complex plane can be represented as one of the sheets of a Riemann surface,
slit along the real axis from r1 to r2 (as indicated in Fig. 10.5).

Since the path of integration encloses the line between the branch points r1
and r2, the method of residues cannot be applied directly. However, we may also
consider the path as enclosing all the rest of the complex plane, the direction of
integration now being in the reverse (clockwise) direction. The integrand is single-
valued in this region, and there is now no bar to the application of the method of
residues. Only two singular points are present, namely, the origin and infinity, and
the integration path can be distorted into two clockwise circles enclosing these
two points. Now, the sign in front of the square root in the integrand must be
negative for the region along the real axis below r1, as can be seen by examin-
ing the behavior of the function in the neighborhood of r1. If the integrand is
represented as

−
√

A + 2B

r
− C

r2
,

the residue at the origin is

R0 = −√−C .

Above r2, the sign of the square root on the real axis is found to be positive,
and the residue is obtained by the standard technique of changing the variable of
integration to z = r−1:

−
∮

1

z2

√
A + 2Bz − Cz2 dz. (10.137)

FIGURE 10.5 The complex r plane in the neighborhood of the real axis; showing the
paths of integration occurring in the evaluation of J .



“M10 Goldstein ISBN C10” — 2011/2/15 — page 470 — #41

470 Chapter 10 Hamilton–Jacobi Theory and Action-Angle Variables

Expansion about z = 0 now furnishes the residue

R∞ = − B√
A
.

The total integral is −2π i times the sum of the residues:

Jr = 2π i

(√−C + B√
A

)
, (10.138)

or, upon substituting the coefficients A, B, and C :

Jr = −(Jθ + Jφ)+ πk

√
2m

−E
. (10.139)

Equation (10.139) supplies the functional dependence of H upon the action
variables; for solving for E , we have

H ≡ E = − 2π2mk2

(Jr + Jθ + Jφ)2
. (10.140)

Note that, as predicted, Jθ and Jφ occur only in the combination Jθ + Jφ . More
than that, all three of the action variables appear only in the form Jr + Jθ +
Jφ . Hence, all of the frequencies are equal; the motion is completely degenerate.
This result could also have been predicted beforehand, for we know that with
an inverse-square law of force the orbit is closed for negative energies. With a
closed orbit, the motion is simply periodic and therefore, in this case, completely
degenerate. If the central force contained an r−3 term, such as is provided by first-
order relativistic corrections, then the orbit is no longer closed but is in the form
of a precessing ellipse. One of the degeneracies will be removed in this case, but
the motion is still singly degenerate, since vθ = vφ for all central forces. The one
frequency for the motion here is given by

v = ∂H

∂ Jr
= ∂H

∂ Jθ
= ∂H

∂ Jφ
= 4π2mk2

(Jr + Jθ + Jφ)3
. (10.141)

If we evaluate the sum of the J ’s in terms of the energy from Eq. (10.140) the
period of the orbit is

τ = πk

√
m

−2E3
. (10.142)

This formula for the period agrees with Kepler’s third law, Eq. (3.71), if it is
remembered that the semimajor axis a is equal to −k/2E .

The degenerate frequencies may be eliminated by canonical transformation
to a new set of action-angle variables, following the procedure outlined in the
previous section. Expressing the degeneracy conditions as

vφ − vθ = 0, vθ − vr = 0,
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the appropriate generating function is

F = (wφ − wθ)J1 + (wθ − wr )J2 + wr J3. (10.143)

The new angle variables are

w1 = wφ − wθ,
w2 = wθ − wr ,

w3 = wr , (10.144)

and, as planned, two of the new frequencies, v1 and v2, are zero. We can obtain
the new action variables from the transformation equations

Jφ = J1,

Jθ = J2 − J1,

Jr = J3 − J2,

which yields the relations

J1 = Jφ,

J2 = Jφ + Jθ , (10.145)

J3 = Jφ + Jθ + Jr .

In terms of these transformed variables the Hamiltonian appears as

H = −2π2mk2

J 2
3

, (10.146)

a form involving only that action variable for which the corresponding frequency
is different from zero.

If we are willing to use, from the start, our a priori knowledge that the motion
for the bound Kepler problem is a particular closed orbit in a plane, then the inte-
grals for Jθ and Jr can be evaluated very quickly and simply. For the Jθ integral,
we can apply the following procedure. It will be recalled that when the defining
equations for the generalized coordinates do not involve time explicitly, then (cf.
Eq. (8.20) and the material following (8.20))

pi q̇i = 2L2q̇i q̇i = 2T .

Knowing that the motion is confined to a plane, we can express the kinetic energy
T either in spherical polar coordinates or in the plane polar coordinates (r, ψ). It
follows, then, that

2T = pr ṙ + pθ θ̇ + pφφ̇ = pr ṙ + pψ̇, (10.147)
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where p (≡ l) is the magnitude of the total angular momentum. Hence, the defi-
nition for Jθ can also be written as

Jθ ≡
∮

pθ dθ =
∮

p dψ −
∮

pφ dφ. (10.148)

Because the frequencies for θ and φ are equal, both φ and ψ vary by 2π as θ goes
through a complete cycle of libration, and the integrals defining Jθ reduce to

Jθ = 2π(p − pφ) = 2π(αθ − αφ),

in agreement with Eq. (10.135).
The integral for Jr , Eq. (10.136), was evaluated in order to obtain H ≡ E in

terms of the three action variables. If we use the fact that the closed elliptical orbit
in the bound Kepler problem is such that the frequency for r is the same as that
for θ and φ, then the functional dependence of H on J can also be obtained from
Eq. (10.147). In effect then we are evaluating Jr in a different way. The virial
theorem for the bound orbits in the Kepler problem says that (cf. Eq. (3.30))

V = −2T ,

where the bar denotes an average over a single complete period of the motion. It
follows that

H ≡ E = T + V = −T . (10.149)

Integrating Eq. (10.147) with respect to time over a complete period of motion
we have

2T

v3
= Jr + Jθ + Jφ = J3, (10.150)

where v3 is the frequency of the motion, that is, the reciprocal of the period.
Combining Eqs. (10.149) and (10.150) leads to the relation

− 2

J3
= v3

H
= 1

H

d H

d J3
, (10.151)

where use has been made of Eq. (10.105). Equation (10.151) is in effect a differ-
ential equation for the functional behavior of H on J3. Integration of the equation
immediately leads to the solution

H = D

J 2
3

, (10.152)

where D is a constant that cannot involve any of the J ’s, and must therefore
depend only upon m and k. Hence, we can evaluate D by considering the ele-
mentary case of a circular orbit, of radius r0, for which Jr = 0 and J3 = 2πp.
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The total energy is here

H = − k

2r0
(10.153)

(as can most immediately been seen from the virial theorem). Further, the condi-
tion for circularity, Eq. (3.40), can be written for the inverse-square force law as

k

r2
0

= p2

mr3
0

= J3

4π2mr3
0

. (10.154)

Eliminating r0 between Eqs. (10.153) and (10.154) leads to

H = −2π2mk2

J 2
3

. (10.155)

This result has been derived only for circular orbits. But Eq. (10.152) says it must
also be correct for all bound orbits of the Kepler problem, and indeed it is identical
with Eq. (10.146). Thus, if the existence of a single period for all coordinates is
taken as known beforehand, it is possible to obtain H(J )without direct evaluation
of the circuital integrals.

In any problem with three degrees of freedom, there must of course be six
constants of motion. It has previously been pointed out that in the Kepler problem
five of these are algebraic functions of the coordinates and momenta and describe
the nature of the orbit in space, and only the last refers to the position of the
particle in the orbit at a given time (cf. Sections 3.7 to 3.9). It is easy to see that
five parameters are needed to completely specify, say, the elliptical orbit of the
bound Kepler problem in space. Since the motion is in a plane, two constants are
needed to describe the orientation of that plane in space. One constant is required
to give the scale of the ellipse, for example, the semimajor axis a, and the other
the shape of the ellipse, say, through the eccentricity e. Finally, the fifth parameter
must specify the orientation of the ellipse relative to some arbitrary direction in
the orbital plane.

The classical astronomical elements of the orbit provide the orbital parameters
almost directly in the form given above. Two of the angles appearing in these
elements have unfamiliar but time-honored names. Their definitions, and func-
tions as orbital parameters, can best be seen from a diagram, such as is given in
Fig. 10.6. Here xyz defines the chosen set of axes fixed in space, and the unit
vector n characterizes the normal to the orbital plane. The intersection between
the xy plane and the orbital plane is called the line of nodes. There are two points
on the line of nodes at which the elliptical orbit intersects the xy plane; the point
at which the particle enters from below into the upper hemisphere (or goes from
the “southern” to the “northern” hemispheres) is known as the ascending node. In
Fig. 10.6, the portion of the orbit in the southern hemisphere is shown, for clarity,
as a dashed line. The dot-dashed line ON is a portion of the line of nodes contain-
ing the ascending node. We can measure the direction of ON in the xy plane by
the angle xON, which is customarily denoted by�, and is known as the longitude
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FIGURE 10.6 Angular elements of the orbit in the bound Kepler problem.

of the ascending node. Finally, if C denotes the point of periapsis in the orbit,
then the angle N OC in the orbital plane is denoted by ω and is called the argu-
ment of the perihelion.* The more familiar angle i , introduced in Eq. (10.131), is
in its astronomical usage known as the inclination of the orbit. One usual set of
astronomical elements therefore consists of the six constants

i,�, a, e, ω, T,

where the last one, T , is the time of passage through the periapsis point. Of the
remaining five, the first two define the orientation of the orbital plane in space,
while a, e, and ω directly specify the scale, shape, and orientation of the elliptic
orbit, respectively.

The action-angle variable treatment of the Kepler problem also leads to five
algebraic constants of the motion. Three of them are obvious as the three constant
action variables, J1, J2, and J3. The remaining two are the angle variables w1
and w2, which are constants, because their corresponding frequencies are zero. It
must therefore be possible to express the five constants J1, J2, J3, w1, and w2 in
terms of the classical orbital elements i , �, a, e, and ω, and vice versa. Some of
these interrelations are immediately obvious. From Eqs. (10.145) and (10.135) it
follows that

J2 = 2παθ ≡ 2πl, (10.156)

and hence, by Eq. (10.131),

J1

J2
= cos i. (10.157)

*This terminology appears to be commonly used even for orbits that are not around the sun. The
proper term for orbits about stars is periastra; for Earth-orbiting satellites, this term is perigee.
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As is well known, the semimajor axis a is a function only of the total energy E
(cf. Eq. (3.61)) and therefore, by Eq. (10.146), a is given directly in terms of J3:

a = − k

2E
= J 2

3

4π2mk
. (10.158)

In terms of J2, Eq. (3.62) for the eccentricities can be written as

e =
√

1 − J 2
2

4π2mka
,

or

e =
√

1 −
(

J2

J3

)2

. (10.159)

It remains only to relate the angle variables w1 and w2 to the classic orbital
elements. Obviously, they must involve � and ω. In fact, it can be shown that for
suitable choice of additive constants of integration they are indeed proportional to
� and ω, respectively. This will be demonstrated for w1; the identification of w2
will be left as an exercise.

The equation of transformation defining w1 is, by Eq. (10.127),

w1 = ∂W

∂ J1
.

It can be seen from the separated form of W , Eq. (10.71), that W can be written
as the sum of indefinite integrals:

W =
∫

pφ dφ +
∫

pθ dθ +
∫

pr dr. (10.160)

As we have seen from the discussion on Jr , the radial momentum pr does not
involve J1, but only J3 (through E) and the combination Jθ + Jφ = J2. Only the
first two integrals are therefore involved in the derivative with respect to J1. By
Eq. (10.130),

pφ = αφ = J1

2π
, (10.161)

and by Eq. (10.74), with the help of Eqs. (10.156) and (10.161),

pθ = ±
√
α2
θ −

α2
φ

sin2 θ
= ± 1

2π

√
J 2

2 − J 2
1

sin2 θ
. (10.162)

It turns out that in order to relate w1 to the ascending node, it is necessary to
choose the negative sign of the square root.* The angular variable w1 is therefore

*Note that when the particle passes through the ascending node (cf. Fig. 10.6) θ is decreasing and
the corresponding momentum is negative. In calculating Jθ , it was not necessary to worry about the
choice of sign because in going through a complete cycle both signs are encountered.
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determined by

w1 = φ

2π
+ J1

2π

∫
dθ

sin2 θ

√
J 2

2 − J 2
1 csc2 θ

,

or

2πw1 = φ + cos i
∫

dθ

sin2 θ
√

1 − cos2 i csc2 θ

= φ +
∫

cot i csc2 θ dθ√
1 − cot2 i cot2 θ

.

By a change of variable to u, defined through

sin u = cot i cot θ, (10.163)

the integration can be performed trivially, and the expression for w1 reduces to

2πw1 = φ − u. (10.164)

The angle coordinate φ is the azimuthal angle of the projection on the xy plane
measured relative to the x axis. Clearly, from Eq. (10.163) u is a function of the
polar angle θ of the particle. But what is its geometrical significance? We can
see what u is by reference to Napier’s rules* as applied to the spherical triangle
defined by the line of nodes, the radius vector, and the projection of the radius
vector on the xy plane. However, it may be more satisfying to indulge in a little
trigonometric manipulation and derive the relation ab initio. In Fig. 10.7, the line
ON is the line of nodes, O R is the line of the radius vector at some time, and the
dotted line O P is the projection of the radius vector on the xy plane. The angle
that O P makes with the x axis is the azimuth angle φ. We contend that u is the
angle O P makes with the line of nodes. To prove this, imagine a plane normal
both to the xy plane and to the line of nodes, which intersects the radius vector
at unit distance O B from the origin O . The points of intersection A, B, and C of
this plane, with the three lines from the origin, define with the origin four right
triangles. Since O B has unit length, it follows that BC = cos θ and therefore
AC = cos θ cot i . On the other hand, OC = sin θ and therefore it is also true that
AC = sin θ sin u. Hence, sin u = cot i cot θ , which is identical with Eq. (10.163)
and proves the stipulated identification of the angle u. Figure 10.7 shows clearly
that the difference between φ and u must be �, so that

2πw1 = �. (10.165)

*For an explanation of Napier’s rules for spherical triangles, see handbooks such as the Handbook of
Mathematical Tables (Chemical Rubber Publishing Co.) or Handbook of Applied Mathematics (Van
Nostrand-Reinhold).
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FIGURE 10.7 Diagram illustrating angles appearing in action-angle treatment of the
Kepler problem.

In a similar fashion, we can identify the physical nature of the constant w2.
Of the integrals making up W , Eq. (10.160), the two over θ and r contain J2 and
are therefore involved in finding w2. After differentiation with respect to J2, the
integral over θ can be performed by the same type of trigonometric substitution as
employed forw1. The corresponding integral over r can be carried out in a number
of ways, most directly by using the orbit equation for r in terms of the polar
coordinate angle in the orbital plane. By suitable choice of the arbitrary lower
limit of integration, it can thus be found that 2πw2 is the difference between two
angles in the orbital plane, one of which is the angle of the radius vector relative
to the line of nodes and the other is the same angle but relative to the line of the
periapsis. In other words, 2πw2 is the argument of the perihelion:

2πw2 = ω. (10.166)

Detailed derivation is left to one of the exercises.
The method of action-angle variables is certainly not the quickest way to solve

the Kepler problem, and the practical usefulness of the set of variables is not
obvious. However, their value has long been demonstrated in celestial mechanics,
where they appear under the guise of the Delaunay variables.* As will be seen in
Section 12.2, they provide the natural orbital elements that can be used in pertur-
bation theory, to describe the modifications of the nominal Kepler orbits produced
by small deviations of the force from the inverse-square law. Many of the basic
studies on possible perturbations of satellite orbits were carried out in terms of
the action-angle variables.

*As customarily defined, the Delaunay variables differ from the (Ji , wi ) set by multiplicative
constants.
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DERIVATIONS

1. For a conservative system show that by solving an appropriate partial differential
equation we can construct a canonical transformation such that the new Hamiltonian
is a function of the new coordinates only. (Do not use the exchange transformation,
F1.) Show how a formal solution to the motion of the system is given in terms of the
new coordinates and momenta.

2. In the text, the Hamilton–Jacobi equation for S was obtained by seeking a con-
tact transformation from the canonical coordinates (q, p) to the constants (α, β).
Conversely, if S(qi , αi , t) is any complete solution of the Hamilton–Jacobi equa-
tion (10.3), show that the set of variables (Qi , pi ) defined by Eqs. (10.7) and (10.8)
are canonical variables, that is, that they satisfy Hamilton’s equations.

3. In the action-angle formalism, the arguments of Hamilton’s characteristic function
are the original coordinates qk and the action variables Jk . In the case of degener-
acy, a subsequent canonical transformation is made to new variables (w′

i , J ′i ) from
(wk , Jk), in order to replace the degeneracies by zero frequencies. By considering
each Jk a function of the J ′i quantities as defined by Eq. (10.126), show that it remains
true that

∂W

∂ J ′i
= w′

i .

4. The so-called Poincaré elements of the Kepler orbits can be written as

w1 + w2 + w3, Jφ,

Jr

π
cos 2π(w2 + w1),

Jr

π
sin 2π(w2 + w1),

Jθ
π

cos 2πw1,
Jθ
π

sin 2πw1.

Show that they form a canonical set of coordinates, with the new coordinates forming
the left-hand column, their conjugate momenta being given on the right-hand side.

EXERCISES

5. Show that the function

S = mω

2
(q2 + α2) cotωt − mωqα cscωt

is a solution of the Hamilton–Jacobi for Hamilton’s principal function for the linear
harmonic oscillator with

H = 1

2m
(p2 + m2ω2q2).

Show that this function generates a correct solution to the motion of the harmonic
oscillator.
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6. A charged particle is constrained to move in a plane under the influence of a central
force potential (nonelectromagnetic) V = 1

2 kr2, and a constant magnetic field B
perpendicular to the plane, so that

A = 1
2 B3 r

Set up the Hamilton–Jacobi equation for Hamilton’s characteristic function in plane
polar coordinates. Separate the equation and reduce it to quadratures. Discuss the
motion if the canonical momentum pθ is zero at time t = 0.

7. (a) A single particle moves in space under a conservative potential. Set up the
Hamilton–Jacobi equation in ellipsoidal coordinates u, v, φ defined in terms of
the usual cylindrical coordinates r , z, φ by the equations

r = a sinh v sin u, z = a cosh v cos u.

For what forms of V (u, v, φ) is the equation separable?

(b) Use the results of part (a) to reduce to quadratures the problem of a point particle
of mass m moving in the gravitational field of two unequal mass points fixed on
the z axis a distance 2a apart.

8. Suppose the potential in a problem of one degree of freedom is linearly dependent
upon time, such that the Hamiltonian has the form

H = p2

2m
− m Atx,

where A is a constant. Solve the dynamical problem by means of Hamilton’s principal
function, under the initial conditions t = 0, x = 0, p = mv0.

9. Set up the plane Kepler problem in terms of the generalized coordinates

u = r + x,

v = r − x .

Obtain the Hamilton–Jacobi equation in terms of these coordinates, and reduce it to
quadratures (at least).

10. One end of a uniform rod of length 2l amd mass m rests against a smooth hori-
zontal floor and the other against a smooth vertical surface. Assuming that the rod
is constrained to move under gravity with its ends always in contact with the sur-
faces, use the Hamilton–Jacobi equations to reduce the solution of the problem to
quadratures.

11. A particle is constrained to move on a roller coaster, the equation of whose curve is

z = A cos2 2πx

λ
.

There is the usual constant downward force of gravity. Discuss the system trajectories
in phase space under all possible initial conditions, describing the phase space orbits
in as much detail as you can, paying special attention to turning points and transitions
between different types of motion.
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12. A particle of mass m moves in a plane in a square well potential:

V (r) = −V0 0 < r < r0,

= 0 r > r0.

(a) Under what initial conditions can the method of action-angle variables be applied?

(b) Assuming these conditions hold, use the method of action-angle variables to find
the frequencies of the motion.

13. A particle moves in periodic motion in one dimension under the influence of a poten-
tial V (x) = F |x |, where F is a constant. Using action-angle variables, find the period
of the motion as a function of the particle’s energy.

14. A particle of mass m moves in one dimension under a potential V = −k/|x |. For
energies that are negative, the motion is bounded and oscillatory. By the method of
action-angle variables, find an expression for the period of motion as a function of the
particle’s energy.

15. A particle of mass m moves in one dimension subject to the potential

V = a

sin2
(

x
x0

) .
Obtain an integral expression for Hamilton’s characteristic function. Under what con-
ditions can action-angle variables be used? Assuming these are met, find the frequency
of oscillation by the action-angle method. (The integral for J can be evaluated by
manipulating the integrand so that the square root appears in the denominator.) Check
your result in the limit of oscillations of small amplitude.

16. A particle of mass m is constrained to move on a curve in the vertical plane defined
by the parametric equations

y = l(1 − cos 2φ),

x = l(2φ + sin 2φ).

There is the usual constant gravitational force acting in the vertical y direction. By
the method of action-angle variables, find the frequency of oscillation for all initial
conditions such that the maximum of φ is less than or equal to π/4.

17. Solve the problem of the motion of a point projectile in a vertical plane, using the
Hamilton–Jacobi method. Find both the equation of the trajectory and the dependence
of the coordinates on time, assuming the projectile is fired off at time t = 0 from the
origin with the velocity v0, making an angle α with the horizontal.

18. For the system described in Exercise 12 of Chapter 6, find a linear point transformation
to variables in which the Hamilton–Jacobi equation is separable. By use of the action-
angle variables, find the eigenfrequencies of the system.

19. A three-dimensional harmonic oscillator has the force constant k1 in the x- and
y-directions and k3 in the z-direction. Using cylindrical coordinates (with the axis
of the cylinder in the z direction), describe the motion in terms of the corresponding
action-angle variables, showing how the frequencies can be obtained. Transform to
the “proper” action-angle variables to eliminate degenerate frequencies.
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20. Find the frequencies of a three-dimensional harmonic oscillator with unequal force
constants using the method of action-angle variables. Obtain the solution for each
Cartesian coordinate and conjugate momentum as functions of the action-angle
variables.

21. (a) In the harmonic oscillator of Exercise 20, allow all the frequencies to become
equal (isotropic oscillator) so that the motion is completely degenerate. Transform
to the “proper” action-angle variables, expressing the energy in terms of only one
of the action variables.

(b) Solve the problem of the isotropic oscillator in action-angle variables using spher-
ical polar coordinates. Transform again to proper action-angle variables and com-
pare with the result of part (a). Are the two sets of proper variables the same?
What are their physical significances? This problem illustrates the feasibility of
separating a degenerate motion in more than one set of coordinates. The nonde-
generate oscillator can be separated only in Cartesian coordinates, not in polar
coordinates.

22. The motion of a degenerate plane harmonic oscillator can be separated in any Carte-
sian coordinate system. Obtain the relations between the two sets of action-angle vari-
ables corresponding to two Cartesian systems of axes making an angle θ with each
other. Note that the transformation between the two sets is not the orthogonal trans-
formation of the rotation.

23. (a) Evaluate the Jθ integral in the Kepler problem by the method of complex con-
tour integration. To get the integral into a useful form, it is suggested that the
substitution cos θ = x sin i might be made.

(b) Verify the integration procedure used for Jθ in the text, carrying out the final
integrations in Eq. (10.134).

(c) Follow the consequences of the inclination being greater than 90◦, that is, cos i
negative. In particular, what are the changes in Eq. (10.135), in the canonical
transformations to zero frequencies and therefore in Eqs. (10.145)? Can you write
these equations in such a form that they are valid whether cos i is positive or
negative? Justify your answer.

24. Evaluate the integral for Jr in the Kepler problem by elementary means. This includes
using tables of integrals, but if so, explicit and detailed references should be given to
the tables used.

25. Show, by the method outlined in the text (or any other), that 2πw2 is ω, the argument
of the periapsis, in the three-dimensional Kepler problem.

26. Set up the problem of the heavy symmetrical top, with one point fixed, in the
Hamilton–Jacobi method, and obtain the formal solution to the motion as given
by Eq. (5.63).

27. Describe the phenomenon of small radial oscillations about steady circular motion in
a central force potential as a one-dimensional problem in the action-angle formalism.
With a suitable Taylor series expansion of the potential, find the period of the small
oscillations. Express the motion in terms of J and its conjugate angle variable.

28. Set up the problem of the relativistic Kepler motion in action-angle variables, using
the Hamiltonian in the form given by Eq. (8.54). Show in particular that the total
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energy (including rest mass) is given by

E

mc2
= 1√

1 + 4π2k2

[(J ′
3−J ′

2)c+
√

J ′
2

2c2−4π2k2]2

.

Note that the degeneracy has been partly lifted, because the orbit is no longer closed,
but is still confined to a plane. In the limit as c approaches infinity, show that this
reduces to Eq. (10.146).
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C H A P T E R

11 Classical Chaos

We have in the previous chapters devoted most of our attention to integrable
problems, that is, problems in which the equations of motion can be integrated
to provide solutions in closed form. For example, in Sections 3.7 and 3.8 we
found exact solutions for the two-body, inverse-square force law problem by inte-
grations of the equations of motion. For many physical situations exact solutions
cannot be found. In the next chapter we shall examine problems with potentials
that can be broken into a main integrable part and a weaker additional part that
renders the problem nonintegrable, but that can be taken into account by apply-
ing classical perturbation theory. A weak interaction term might, for example,
couple together two equations of motion so the variables are no longer separa-
ble. The present chapter deals with some situations involving perturbations and
lack of integrability that cannot be conveniently handled by classical perturbation
theory.

If the interaction term is no longer “small” in the sense of classical pertur-
bation theory (cf. Section 12.1), the solutions may become complex and differ
considerably from those of the uncoupled equations. In some cases new solutions
appear that cannot be generated from the uncoupled equations. These solutions
are often well behaved in the sense that a small change in the initial condi-
tions brings about only a small change in the motion. When this is the case, the
solutions are referred to as regular or normal. There also exist cases in which
the motion evolves in entirely different ways even for nearly identical starting
circumstances. Solutions of this type are referred to as chaotic. It is important
to point out that this chaos still involves deterministic solutions to deterministic
equations. They are called chaotic because, although deterministic, they are not
predictable because they are highly sensitive to initial conditions. If we consider
two bounded solutions in the nonchaotic regime that start nearby within a small
region of phase space, the phase space region covered by the solutions at a later
time will still be relatively small and compact as expected from Liouville’s the-
orem (cf. Section 9.9). In the chaotic regime, the sector of phase space covered
by these solutions will continually disperse in one or more directions with the
passage of time.

Chaos is a type of motion that lies between the regular deterministic tra-
jectories arising from solutions of integrable equations and a state of noise or
unpredictable stochastic behavior characterized by complete randomness. Chaos
exhibits extensive randomness tempered by some regularity. Chaotic trajecto-
ries arise from the motion of nonlinear systems, which is nonperiodic, but still

483
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somewhat predictable. Specific solutions change exponentially in response to
small changes in the initial conditions. In this chapter we shall examine some of
the properties of this chaotic motion, and give examples of it.

This chapter is only an introduction to the subject of chaos; it presents the
general principles that underlie chaotic motion. We begin with a discussion
of periodic motion in general, and we discuss ways to transform it to circu-
lar motions in phase space. Then we add perturbations that disturb the regular
motion, and examine the Kolmogorov–Arnold–Moser (KAM) theorem, which
provides conditions for the breakdown of regularity. We introduce the Liapunov
exponent as a quantitative measure of chaos through dispersion in phase space,
and use it to summarize some predictions concerning the stability of the solar
system. The role played by attractors in nonchaotic motion is explained, as
well as the characteristics of the strange attractor involved in chaos. Our next
task is to show how to conveniently display the regularities and irregularities
of motion with the aid of Poincaré sections. We then examine the motions of
independent oscillators and, using the Hénon–Heiles Hamiltonian as an exam-
ple, we introduce the effect of a perturbation interaction, and demonstrate that
orbits that are initially regular will, when subject to a continual increase in the
magnitude of the perturbing coupling potential, gradually transform to a state
of chaos. The logistic equation is treated in detail and used to explain bifur-
cations and invariants, including a universal constant associated with chaos.
Some brief comments are made on nonintegral dimensionality and fractals before
closing.

11.1 PERIODIC MOTION

In Chapter 3, we discussed bounded motion with an emphasis on motion in which
the orbits are closed; that is, the trajectory repeats itself every period. The sim-
ple harmonic oscillator and the Kepler problem are examples of closed periodic
motion. In the latter case there are two periodicities, the radial coordinate r varies
from its minimum value r1 at perihelion to its maximum r2 at aphelion and then
back to perihelion during the time that the angular motion goes from θ = 0 to
θ = 2π . Hence, the periods for the radial and the angular motions are the same.
These periods exemplify two types of motion that are degenerate. We know from
Section 3.2 that the rate of change, θ̇ , depends upon the radial distance r

θ̇ (t) = �

mr2
, (3.8)

and the rate of change of r is a complicated analytical closed-form expression.
The angular speed vθ = r θ̇ depends upon the angle θ in the manner sketched in
Fig. 3.17. In Chapter 3, we showed how to integrate the equations of motion to
obtain the polar coordinate equation for the orbit

r = a(1 − e2)

1 + e cos θ
, (3.64)
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where the origin of the angular coordinate, θ = 0, is chosen at perihelion. Fig-
ures 3.16 and 3.17 present phase space plots in the vr versus r and vθ versus θ
planes, respectively, for Kepler orbits with the same energy and different eccen-
tricities.

In Section 10.6, we found that a convenient way to represent periodic motion
is to carry out a variant of the Hamilton–Jacobi procedure and transform the
Hamiltonian to action-angle variables. The new momentum, called the action
variable J = ∮

p dq is a constant of the motion, and the new conjugate
coordinate w depends linearly upon the time: w = ωt + β. We are inter-
ested in a Hamiltonian H(q1, q2, . . . , qn; p1, p2, . . . , pn; t) of a conservative
system containing several variables pi , qi , which exhibits bounded motion. If
this Hamiltonian H is transformed to a new set of canonical variables Pi , Qi

in which all of the Qi ’s are cyclic, that is, H = H(P1, P2, . . . , Pn; t), then
Hamilton’s equations (8.18) can be readily integrated to provide the
solution

Qi (t) = w(t) = ωi t + βi Pi (t) = Pi (0)− αi , (11.1)

where the 2n constants of integration βi and αi are invariants of the motion.
When canonical transformations exist that provide this type of solution, then the
Hamiltonian is said to be integrable. This solution is similar to the action-angle
variables discussed in Chapter 10. For the motion to remain bounded, that is,
confined to a finite region of phase space, the coordinates w(t), which are grow-
ing linearly with the time, must be arguments of bounded functions, and in many
cases, they will be arguments of periodic functions, as is the case with the radial
variable r of Eq. (3.64) quoted above.

In Sections 10.2 and 10.7, we showed that the Hamiltonian of a harmonic
oscillator can undergo a canonical transformation to conjugate coordinates and
momenta with the time dependencies of Eqs. (11.1). It follows that a Hamiltonian
with the coordinates Qi (t) and Pi (t) can be transformed to that of a harmonic
oscillator in standard form, with the coordinates q ′

i , p′i . For the case n = 2, this
gives

H = p
′2
1

2m1
+ 1

2
m1ω

2
1q

′2
1 + p

′2
2

2m2
+ 1

2
m2ω

2
2q

′2
2 , (11.2)

which corresponds to a system of two uncoupled harmonic oscillators with a
Hamiltonian that equals the total energy

H = H1 +H2 = ET , (11.3)

where we have, in action variable notation (cf. (10.94))

H1 = J1ω1

2π
= E1 and H2 = J2ω2

2π
= E2. (11.4)
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To visualize the motion, we can express each individual oscillator in normalized
coordinates

pi ⇒
p′i

(2mi )1/2
and qi ⇒ q ′

i (
1
2 mω2

i )
1/2. (11.5)

Each part Hi of Hamiltonian (11.3) corresponds to the equation of a circle in its
pi , qi plane of phase space

p2
i + q2

i = Ei . (11.6)

Figure 11.1 illustrates these circles by presenting constant total energy ET =
E1 + E2 plots in the p1, q1 plane for E1 < E2 (small circle), E1 ∼ E2 (medium-
size circle) and E1 > E2 (large circle).

This representation of an oscillator by uniform circular motion provides us
with an easy way to picture the motion associated with the double oscilla-
tor (11.2), where for convenience we select ω2 � ω1. Consider the movement
of the low-frequency oscillator ω1 proceeding along a circle of large radius in
the p1, q1 plane and then plot the trajectory of the high-frequency oscillator ω2
along a small circle in a p2, q2 plane drawn perpendicular to the circle of ω1 and
centered on its circumference, as shown in Fig. 11.2 for the case ω2 � ω1. The
joint motion in the total phase space is a spiraling of the system point along the
surface of a torus, as illustrated in the figure. If the frequency ω2 is a multiple of
ω1, meaning that their ratio is an integer

ω2

ω1
= n, (11.7)

then the trajectory will close on itself and repeat the same pattern every period
τ1 = 2π/ω1. More generally, if the frequencies are commensurate, meaning that

FIGURE 11.1 Circular orbits in the p1, q1 phase space for three values of the energy
ratio E1/E2 of two uncoupled harmonic oscillators plotted for the same total energy ET =
E1 + E2.
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FIGURE 11.2 Circular motions of a low-frequency (ω1) harmonic oscillator in the
horizontal p1, q1 plane and of a high-frequency (ω2 > ω1) harmonic oscillator in the
uniformly moving p2, q2 vertical plane. The oscillators are uncoupled, and the resultant
spiraling motion of the second oscillator generates a torus, as shown.

n in this Eq. (11.7) is a rational number like 2
3 , then the orbit will still be closed,

but it will trace out more than one path around the p1, q1 circle before closing
on itself. If, however, the frequencies are incommensurate, meaning that n in
Eq. (11.7) is an irrational number, then the trajectory will never close, but will
gradually cover the surface of the torus, without ever passing through exactly the
same point twice. Eventually, however, it will pass arbitrarily close to every point
on the surface. This is called a dense periodic orbit. Such an orbit is bounded and
confined to a surface, but it is not closed.

This approach can be generalized to more than two oscillators. If there are
three such oscillators with the frequencies ω1, ω2, and ω3, then the motion will
be confined to a three-dimensional surface called a 3-torus in the six-dimensional
p1, p2, p3, q1, q2, q3 phase space. For N oscillators, there will be an N -torus in a
2N-dimensional phase space. It is not easy to visualize the N -tori for N > 2.

11.2 PERTURBATIONS AND THE KOLMOGOROV–
ARNOLD–MOSER THEOREM

In the real world we can often express the dynamics of a system in terms of an
integrable Hamiltonian perturbed by a small interaction that makes it noninte-
grable. An example is the motion of Earth in a Keplerian orbit around the Sun
primarily perturbed by the presence of the planets Mars and Jupiter. This inter-
action is so weak that there is very little disturbance of Earth’s orbit. Weak in-
teractions of this type are most conveniently treated with the aid of canonical
perturbation theory, which is explained in detail in Chapter 12. The following
outline of the method discussed in Section 12.2 is sufficient for the considera-
tion of chaos. References are given to the equations in Chapter 12 but reading the
chapter is not necessary to follow the arguments, so we have placed this chapter
first.
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We assume a Hamiltonian H involving a dominant interaction arising from an
integrable Hamiltonian H0 for which the solution is known, plus an additional
interaction arising from a small perturbation term 	H

H = H0 +	H. (11.8)

It is convenient to use the generating function S(q, P, t) = F2(q, P, t) intro-
duced in Section 9.1 to transform the dominant Hamiltonian term H0 from the
phase space coordinates p, q to new coordinates P, Q of a transformed Hamilto-
nian K0(Q, P), that is identically zero, as was illustrated in the Hamilton–Jacobi
approach of Chapter 10. Hamilton’s equations (10.1) for K0 = 0 provide new
coordinates and momenta, Q0 and P0, which are constants of the motion. The
same transformation carried out for the total Hamiltonian, H = H0 + 	H0,
provides a transformed Hamiltonian	K0, which can be used to obtain first-order
corrections P1, Q1 to the time derivatives of the coordinates and momenta via
Hamilton’s equations (cf. Equation (12.4))

∂

∂P
	K0(P, Q) = Q̇1,

∂

∂Q
	K0(P, Q) = −Ṗ1. (11.9)

After differentiation, Q and P are replaced in 	K0 by their unperturbed forms,
that is, by q = Q0 and p = P0. These expressions (11.9) can be integrated
over time to give the first-order determination of Q = Q1 and P = P1. The
procedure provides us with a new generating function S(Q1, P1, t), and hence a
new perturbed Hamiltonian 	K1, which can be iterated to give the next higher-
order terms Q2 and P2, and so on. Further cycles of perturbation are obtained by
iteration with the aid of the following relations (cf. Eq. (12.6)) with no summation
intended:

∂

∂P1
	Ki (Pi , Qi ) = Q̇i+1,

∂

∂Qi
	Ki (Pi , Qi ) = −Ṗi+1. (11.10)

Thus, we have a systematic canonical iteration technique for obtaining better and
better approximations to the solution when the perturbation 	H is present. This
method can be continued to higher order, as discussed in Chapter 12.

We have seen that perturbation theory provides us with a solution when 	H
is small relative to H0, but the question arises as to whether the perturbed solu-
tion is stable, and whether or not the orbits will remain close to the unperturbed
ones over long periods of time. Large perturbations can clearly disturb the reg-
ular motion. A theorem known as the Kolmogorov–Arnold–Moser (KAM) theo-
rem provides the conditions for the breakdown of regularity. This theorem tells
us that

If the bounded motion of an integrable Hamiltonian H0 is disturbed by a small
perturbation, 	H, that makes the total Hamiltonian, H = H0 + 	H, noninte-
grable and if two conditions are satisfied:
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(a) the perturbation 	H is small, and

(b) the frequencies ωi of H0 are incommensurate,

then the motion remains confined to an N-torus, except for a negligible set of
initial conditions that result in a meandering trajectory on the energy surface.

Thus, the perturbed orbits will be stable, only slightly altered in shape, and
localized in the same region as the unperturbed ones. Another way to say this
is to observe that for a perturbation of the Hamiltonian that is sufficiently small,
most quasi-periodic orbits will only experience minimal changes. The method
of proof for this theorem was originally suggested by Kolmogorov in 1954, and
the proofs themselves, approached from different viewpoints, were worked out
independently by Arnold and by Moser a decade later. A great deal of mathemat-
ical sophistication is needed for the proof, and references can be consulted for
details.* For example, the second condition (b) of the theorem is mathematically
more complex than simple incommensurability.

The caveat “except for a negligible set of initial conditions” introduces the pos-
sibility of initial conditions for which the theorem does not hold. This is analogous
to the case of a differential equation with well-behaved solutions over an entire
domain except for one or more singular points where the solutions blow up to
infinity. The exceptions are so few that they have very little effect on applications.
Chaos can occur when KAM does not hold.

11.3 ATTRACTORS

The previous section was concerned with an integrable Hamiltonian H0 being
disturbed by a small perturbation 	H. We found that stable orbits of H0 persist
as slightly modified but still stable orbits of the total Hamiltonian, H = H0+	H.
Another case to consider is that of a system in which the initial conditions start the
motion on a trajectory that does not lie on a stable path but that evolves toward a
particular fixed point in phase space, or toward a stable orbit in phase space called
a limit cycle. A fixed point of this type as well as a limit cycle are examples of
attractors.

In general, an attractor is a set of points in phase space to which the solution
of an equation evolves long after transients have died out. It might be a point with
dimension dA = 0, a trajectory or limit cycle orbit (cf. Fig. 11.1) with dimension
dA = 1, or perhaps a toroidal surface or torus with dimension dA = 2. For a
regular attractor, the attractor dimension, dA, is an integer that is less than the
overall dimensions of the phase space. In higher dimensions, the attractors can
be N -dimensional tori, where dA = 2 for the torus generated by the orbit in

*See, for example, H. Bai-Lin, Chaos, Singapore: World Science, 1984; E. A. Jackson, Perspectives
of Nonlinear Dynamics, Cambridge, England: Cambridge University Press, 1989; L. E. Reichl, The
Transition to Chaos, Berlin: Springer-Verlag, 1992.
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Fig. 11.2. There also exist somewhat bizarre types of attractors called strange
attractors, associated with chaos, which tend to be widely dispersed rather than
localized in phase space. In addition, they have fractal dimensions—in other
words, dimensions that are fractions or irrational numbers rather than whole
numbers. These properties, as well as the term fractal dimension, are counterin-
tuitive. We shall clarify the meanings of strange attractors and fractal dimensions
later in the chapter.

An example of a fixed-point attractor is the equilibrium position of a pendu-
lum at rest. If the pendulum is oscillating while subject to the action of a weak
frictional drag force, then successive oscillations will decrease in amplitude until
the pendulum finally comes to a stop at its equilibrium position. We say that the
motion is drawn to the attractor. If the drag force is a perturbation on the main
Hamiltonian, then the motion is underdamped and the pendulum undergoes many
oscillations before stopping at the attractor point. If the damping term exceeds the
main Hamiltonian term, then the motion is overdamped and the pendulum falls to
rest without undergoing any oscillations. Either way, the motion of the pendulum
finds its way to the attractor. Being a point, it is clear that the dimensionality of
this attractor is zero; dA = 0.

An example of a limit cycle type of attractor is provided by the van der Pol
equation,

m
d2x

dt2
− ε(1 − x2)

dx

dt
+ mω2

0x = F cos ωDt, (11.11)

which has been employed to describe oscillations in mechanical and electrical
systems, as well as cardiac rhythms. If we set ε = 0, then we have a driven
simple harmonic oscillator with a resonant frequency ω0 and a driving frequency
ωD . If ωD is close to ω0, then the motion repeats itself at the frequency ωD of
the applied force. If F = 0, then the motion will be simple harmonic at the
resonant frequency ω0. If the small damping term ε(1 − x2) dx/dt is included
in the equation, then the motion will be drawn toward the limit cycle, which in
this case is a circle of unit radius. If x2 > 1, the damping is positive and the
motion spirals inward toward the limit cycle, while for x2 < 1, the damping
is negative and the motion spirals outward toward the limit cycle. Both cases
are shown in Fig. 11.3a. The final state of motion has long-term stability since
the damping vanishes for x = 1, and the system point moves along the cir-
cular path, which by its nature has dimension dA = 1. If ε is large enough,
the damping term becomes comparable in magnitude to the other terms in the
equation of motion, and the damping still draws the trajectories toward the limit
cycle, but the cycle itself becomes distorted from a circular shape, as shown in
Fig. 11.3b. The distortion in shape does not change the dimension of the path,
which remains dA = 1. In addition, the strong damping causes the previously
simple harmonic oscillations x = sinω0t to decrease in frequency and become
distorted, as shown in Fig. 11.3c. For very large damping, the shape approximates
a square wave.
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FIGURE 11.3 Limit cycles (darkened curves) of the van der Pol equation in the ẋ, x
phase space showing (a) circular motion for a small damping coefficient ε, and (b) distorted
curve for large damping. Approaches to the limit cycles via orbits outside and inside them
are shown. Part (c) sketches the distorted sine wave obtained for the case of appreciable
damping (large ε).

11.4 CHAOTIC TRAJECTORIES AND LIAPUNOV EXPONENTS

The orbits that we have discussed thus far have been well behaved, and confined
to a relatively small region of phase space. Examples are the ellipses of the Kepler
problem, the circles of the simple harmonic oscillator, and the limit cycle of the
van der Pol equation (11.11). Under certain conditions, trajectories, called chaotic
trajectories, will be encountered in which the motion wanders around an extensive
and perhaps irregularly shaped region of phase space in a manner that appears
to be random, but that in fact is tempered by constraints. This path or region
where the meandering takes place is an example of a strange attractor. It is called
strange because of its (fractal) geometry and chaotic because of its dynamics.*
The chaotic trajectory roams here and there, back and forth through this strange
attractor region seeming to fill the space, but without ever actually passing through
the same point twice. In short, chaotic motion has affinities with ergotic motion
(cf. Section 9.8), with characteristics between regular deterministic trajectories
and totally random roaming.

The motion involved in chaos has the properties of mixing, dense quasi-
periodic orbits, and sensitivity to initial conditions. The properties are as fol-
lows. Mixing means that if we choose two arbitrarily small but nonzero regions,
I1 and I2, of the domain of the motion and we follow an orbit that passes
through region I1, then it will eventually pass through region I2. The orbits are
quasi-periodic in the sense that they repeatedly and irregularly pass through the
whole range of the domain without ever closing on themselves, and without

*See A. B. Çambel, Applied Chaos Theory, New York: Academic Press, 1993, p. 70.
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any particular time period associated with successive transits. They are dense
because they pass through or arbitrarily close to every point of the domain, a
property that conforms with the ergotic hypothesis (cf. Section 9.8). A chaotic
orbit that visits and revisits (that is, mixes with) all regions of the available
phase space is identified with what is called a strange attractor. Its associa-
tion is not with a localized attractor such as a fixed point or a limit cycle, but
rather with a very extended region of phase space, hence the designation strange.
The property of ergodicity, which involves covering all accessible regions of
a domain, is shared by incommensurate nonchaotic orbits with respect to an
ordinary attractor (for example, a torus), and by chaotic orbits with respect to a
strange attractor.

Sensitivity to initial conditions means that a small change in the initial con-
ditions can result in a large change in position and velocity many transits or
iterations later. For example, a small change can convert a parabolic orbit
of the Kepler problem to either a weakly bound elliptic orbit or to a hyper-
bolic orbit that extends to infinity. In the Hénon–Heiles Hamiltonian, (cf. Sec-
tion 11.6), a small increase in the energy can induce the onset of chaos with
the Liapunov exponent (defined below) giving the time scale for this breakdown
of order.

The KAM theorem of the previous section is valid for small perturbations.
As the perturbation increases, the effect on the motion of the system becomes
more and more pronounced. If the perturbation becomes sufficiently large, the
behavior may become chaotic. Then successively calculated orbits move far-
ther and farther away from each other. Even if the first few orbits of a chaotic
sequence lie relatively close to the original one, each iteration involves a greater
recession than the previous one, so the extent to which they move apart can
increase exponentially with the number of iterations. An example is a spaceship
in an Earth orbit. A small rocket boost will move it to a nearby orbit whereas
a strong boost could throw it out of orbit, heading for outer space. Another
common example of how linear and chaotic motions differ when periodicity is
not present is turbulence in water. While there is streamline flow, two nearby
points in the water stay close together as they move along; after the onset of
turbulence the same two points, on average, keep moving farther and farther
apart.

A quantitative measure of this exponential divergence is a coefficient, λ, called
a Liapunov exponent, (sometimes spelled Lyapunov or Ljapunov). In the chaotic
region of many systems, if two orbits are separated by the small distance s0 at the
time t = 0, then at a later time t their separation is given by

s(t) ∼ s0eλt . (11.12)

If λ > 0 the motion is chaotic, and the Liapunov exponent λ quantifies the average
growth of an infinitesimally small deviation of a regular orbit arising from a per-
turbation. It sets a time scale τ ∼ 1/λ for the growth of divergences brought about
by sufficiently large perturbations. The chaos becomes appreciable for t � τ

when the trajectory winds its way around the extensive, but bounded, phase space
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of the strange attractor. Eventually the separation s(t) becomes comparable to the
dimensions of the accessible coordinate space so it can no longer increase further,
and from that point on the separations s(t) vary randomly in time.

If the system evolves by an iterative process rather than by a temporal process
then Eq. (11.12) assumes the form

s(n) ∼ s0enλ, (11.13)

where n is the number of iterations, and the exponent λ is now dimensionless.
Moreover, this divergence of orbits is not reversible. In a chaotic region it is
impossible to reconstruct the distant past history of a system from its present state.
This means that current trajectories can no longer be projected back to determine
the initial configuration.

If the Liapunov exponent is negative it measures the rate at which a system
point approaches a regular attractor. In other words, in the nonchaotic region λ< 0
and the distance s(t) from an attractor at time t is given by the expression

s(t) ∼ s0e−|λ|t (11.14)

where s0 is the initial distance at time t = 0. For an iterative process we have the
analogous expression

s(n) ∼ s0e−n|λ| (11.15)

for the distance s(n) after n iterations. A negative exponent characterizes the rate
at which the orbit spirals into the circle on Fig. 11.3a. In the previously consid-
ered damped pendulum case the time constant τ of the damping process is the
reciprocal of the associated negative Liapunov exponent, τ ∼ 1/|λ|.

As an example, consider the elliptic orbit of a planet in the solar system that
is perturbed by the gravitational interaction with another planet. The perturbation
is nonlinear, and it is also small since the gravitational interactions of the two
planets with the much larger Sun are dominant. We might expect that the KAM
theorem would predict that any perturbed orbit is stable, but this is not correct
for two reasons. First, many natural frequencies in the solar system correspond
to resonances involving individual planets and asteroids. Second, many of the
objects in the solar system are asteroids, and perturbations resulting from their
presence no longer remain small. Both of these effects lead to chaotic results.
Some of this chaos simply means that we cannot make exact predictions about
the future. Other effects may lead to the eventual ejection of one or more bodies
from bound orbits, a possibility that was mentioned in Section 3.12 on the three-
body problem.

When we consider natural frequencies, it is not only the orbital periods that
are important. The rotation, obliquity (axial tilt), rotational plane, orbital plane,
and eccentricity provide some of the other frequencies that may interact in sur-
prising ways. The massive planets of the outer solar system have apparently
settled into quasi-periodic orbits of marginal stability. Marginal stability means
that their orbital motion is stable on a time scale comparable with the age of
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the solar system. Other orbital parameters occasionally change. The obliquity of
Earth’s axis is apparently stabilized by the presence of the Moon. Both Venus
and Earth interact in a bounded chaotic fashion with little change in their peri-
ods. Mercury, Mars, Pluto, and many asteroids may undergo much more chaotic
motion.

Calculations, projecting motions for the next 100 Gyr, show that there is a
finite probability that Mercury will be ejected or collide with Venus some time
during the next 3.5 Gyr. Using the approximation τ ∼ 1/|λ| with τ = 3.5 Gyr
provides a Liapunov exponent λ ∼ 3 × 10−10 per year as the time scale for
planetary chaos. The eccentricity of the orbit of Mars could increase to 0.2,
while its axial tilt can vary by 60◦, perhaps sufficient to release water on the
surface through the possible melting of its ice caps. Pluto also has chaotic
motions, but they seem to be bounded. Thus, chaos has been a mechanism
for the reorganization of the planetary bodies since the formation of the solar
system.

Motions in both the outer (> 2.8 AU) and inner (< 2.5 AU) asteroid belts
are chaotic. The outer belt chaos is dominated by Jupiter and the Jupiter–
Saturn–asteroid interactions, while the inner belt chaos involves Mars and Mars–
Jupiter–asteroid resonances. These interactions provide a steady impetus for Mars
crossing asteroids. Once established along such a path, the Liapunov exponent is
much larger, leading to changes in orbit.

We must note that these conclusions are based upon the results of numerical
calculations. Every effort has been made to ensure that current limits of numerical
accuracy, as well as the inclusion or exclusion of members of the solar family, do
not affect the conclusions. Although there is evidence of past chaos in the solar
system, we must remember that our future predictions are based upon our model
of the solar system, not the system itself. Stability could be better or worse than
the model predicts, but the chaos itself is definitely present.

11.5 POINCARÉ MAPS

In Section 11.1, we discussed the periodic motion of uncoupled oscillators. When
two one-dimensional oscillators become coupled by adding a term such as x2 y to
the Hamiltonian, then the motion becomes rather complex in the four-dimensional
px xpy y phase space, and it is no longer feasible to follow the trajectories. It is
more convenient to sample the motion at regular intervals and use the resulting
information to deduce some of its general characteristics. A convenient way to
sample the motion is to map it on a cross section of phase space.

When the total energy, ET , of a double oscillator is fixed, the dimensionality
of the space is lowered by one, and the motion is confined to a three-dimensional
region in this phase space called an energy hypersurface. Some authors refer to
it as a “three-dimensional energy surface.” To avoid the complications of tracing
out orbits wandering around this three-dimensional region, it is more advanta-
geous to study a two-dimensional slice or section through the hypersurface. The
slice is called a Poincaré section. We calculate the positions of points where
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orbits pass through the section. A convenient choice for this section is either
the pxx or the py y plane. Since the equations of motion are known via Hamil-
ton’s equations (8.18), the positions where successive orbits pass through this
two-dimensional section can be calculated. For bounded motion, such sequences
of points map out closed curves. The paths on the section defined by these points
constitute what is called a Poincaré map.

As an example of the determination of a Poincaré map, consider the Kepler
problem that was solved in Section 3.7 for the case of negative energies. We now
reexamine this problem using Cartesian coordinates x, px = mẋ, y and py = mẏ,
taking into account a perturbation that causes the elliptical orbit to precess in the
xy (that is, in the r, θ ) coordinate space plane, as shown in Fig. 11.4. The energy
E is conserved with the value

E = 1
2 mẋ2 + 1

2 mẏ2 − k(x2 + y2)−1/2. (11.16)

On this figure we imagine a vertical plane located at the position y = 0, with the
vertical ordinate px axis and the horizontal abscissa x axis shown in Fig. 11.5. To
calculate a Poincaré map on this px x cross section, we start the motion (t = 0) at
the perihelion point A of Fig. 11.4 with the initial values x = r1, y = 0, ẋ = 0,
and the velocity component ẏ a maximum value determined by Eq. (11.16). The
polar coordinates for this starting point are r = r1 and θ = 0. The equations

FIGURE 11.4 Precessing elliptic orbits of the Keplerian problem sketched in Cartesian
coordinate space. The figure shows the vector velocity v tangent to the orbit at a point
(r, θ), together with its radial (ṙ ) and angular (r θ̇) components. Points A, B, and C along
the x axis near perihelion denote successive penetrations of orbits through the ẋ, x Poincaré
section of Fig. 11.5 located along the x axis where y = 0.
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FIGURE 11.5 A px x Poincaré section for the Kepler problem with the solid curve on
the right tracing out the orbit generated by points A, B, C , . . . of the precessing ellipse of
Fig. 11.4. Points A′, B′, C ′ are not shown but are located at negative values of x .

of motion are used to calculate successive points that trace out the orbit. Every
time the orbit passes through the px x section, a point is marked on it indicat-
ing the value of px . Since the orbit is fixed for the unperturbed Kepler prob-
lem, the orbit will always pass through the same two points on the section, point
A going from back to front and A′ going from front to back, with px = 0 for
both points, as indicated in Fig. 11.5. Poincaré maps generally only show points
going through the section in one direction, which does not include point A′, so
this Poincaré map consists of only one point A. When the perturbation is taken
into account, perhaps arising from the attractive forces of other planets on Earth
as it travels around the Sun, then the orbit can precess in time, in the fashion
of Fig. 11.4. Successive orbits pass through the x axis at different orbital dis-
tances indicated by points A, B, C , . . . on Fig. 11.4. These points map onto
the px x section at the positions indicated in Fig. 11.5, and trace out the solid
curve called the Poincaré map on the right side of the figure. The amount of
precession that takes place for each cycle has been greatly exaggerated on these
figures.

We have seen that in a four-dimensional phase space a Poincaré section is
a two-dimensional slice through a three-dimensional constant-energy hypersur-
face. More generally, a Poincaré section is a 2N-2 dimensional slice through a
2N-1 dimensional constant energy hypersurface in a 2N dimensional phase space.
Although the concept of a Poincaré section is defined for these higher dimensions,
its main usefulness is for the N = 2 case where it provides a two-dimensional rep-
resentation of the orbits, which is easy to visualize. For N > 2, it is not nearly as
easy to visualize the orbits.

11.6 HÉNON–HEILES HAMILTONIAN

Over three decades ago, M. Hénon and C. Heiles were investigating the motion of
stars about the galactic center. Two constants of the motion are the vector angular



“M11 Goldstein ISBN C11” — 2011/2/15 — page 497 — #15
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momentum � and the scalar energy E . The observed motions of stars near the Sun
suggested that one additional constraint might, under certain conditions, restrict
the possible motions. Under other energy conditions, however, the motion is not
restricted, so only the two standard constants the angular momentum � and the
energy E are available. Rather than solve this problem with the the actual potential
of the galaxy, which is relatively unmanageable, Hénon and Heiles restricted the
motion to the xy plane, as in the Kepler problem, and studied a relatively simple
analytic potential V (x, y) that illustrates the general features of the problem.*
This potential, called the Hénon–Heiles potential, provides two cubic perturbation
terms, which couple together two standard harmonic oscillators, corresponding to
the Hamiltonian,

H = p2
x

2m
+ p2

y

2m
+ 1

2
k
(
x2 + y2)+ λ(x2 y − 1

3
y3
)
, (11.17)

where the coefficient λ is small so the last term serves as a perturbation. These
cubic terms prevent the equations of motion from being integrated in closed form.
When this Hamiltonian is expressed in polar coordinates x = r cos θ , y = r sin θ
the perturbation potential exhibits threefold symmetry,

H = p2
r

2m
+ p2

θ

2mr2
+ 1

2 kr2 + 1
3λr3 sin 3θ. (11.18)

To simplify their computer calculations, Hénon and Heiles set px = mẋ and
py = mẏ, expressed the Hamiltonian in normalized form using dimensionless
units, and set it equal to a dimensionless energy E , with λ = 1,

E = 1
2 ẋ2 + 1

2 ẏ2 + 1
2 x2 + 1

2 y2 + x2 y − 1
3 y3. (11.19)

The equations of motion, which may be obtained from either Lagrange’s equa-
tions or Hamilton’s equations,

ẍ = −x − 2xy

ÿ = −y − x2 + y2, (11.20)

are coupled together and nonlinear, so there is no solution in closed form. We
can see from the form of the dimensionless potential energy expressed in polar
coordinates,

V (r, θ) = 1
2r2 + 1

3r3 sin 3θ, (11.21)

*M. Hénon, Numerical Exploration of Hamiltonian Systems, Course 2 in Chaotic Behavior of Deter-
ministic Systems, at the 1981 Les Houches École D’Été de Physique Théoretique, Session 36, G. Iooss,
R. H. G. Helleman, and R. Stora (eds.), New York: North Holland, 1983.
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FIGURE 11.6 Hénon–Heiles equipotentials labeled with their dimensionless energies
E plotted on the y, x plane. Closed curves for energies E ≤ 1

6 reduce to an equilateral

triangle for the limit E = 1
6 . Open curves outside the triangle (not shown) exist for higher

energies. Adapted from M. Hénon (1983), Fig. 19.

that for a particular value of V , the radial coordinate r attains its maximum value
for sin 3θ = −1 (that is, for θ = 90◦, 210◦, 330◦), and it attains its minimum
value for sin 3θ = +1 (that is, for θ = 30◦, 150◦, 270◦). Figure 11.6 presents
equipotential curves (that is, curves of constant V ) drawn for several values of the
energy E . For the limit E � 1

6 , not represented in the figure, the cubic perturba-
tion terms x2 y − 1

3 y3 are negligible relative to the quadratic harmonic oscillator
potential terms, 1

2 (x
2 + y2), and the curves closely approximate circles centered

at x = y = 0. When the cubic terms are appreciable for E < 1
6 , the equipotentials

form closed curves as shown , and for E = 1
6 , the curve becomes an equilateral

triangle with rmax/rmin = 2. For energies exceeding 1
6 , the equipotentials (not

shown) lie beyond the equilateral triangle, are open, and diverge to infinity. Thus,
the magnitude of the energy determines whether or not the cubic terms constitute
a perturbation or serve as main potential terms.

When the energy is fixed at a value E < 1
6 , the sum of the terms in the Hamil-

tonian must be equal to E , which means that the kinetic and potential terms both
satisfy the inequalities

V (x, y) ≤ E

1
2 ẋ2 + 1

2 ẏ2 ≤ E, (11.22)

because the potential is positive definite. The first inequality tells us that any tra-
jectory started inside the closed equipotential curve V (x, y) = E must remain
entirely within that line, the second inequality sets limits to the allowed kinetic
energy, and the overall effect is to restrict the motion to a finite region in four-
dimensional phase space. To help us visualize what is happening, we examine
Poincaré sections in the ẏ, y plane located at x = 0. The accessible region in such
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a section lies within the limits set by letting x = 0 and ẋ = 0 in Eq. (11.19),

1
2 ẏ2 + 1

2 y2 − 1
3 y3 = E . (11.23)

The maximum velocity ẏ occurs at y = 0, and the extrema of the coordinate y
are found by solving the cubic equation (11.23) with ẏ set equal to zero.

To give an example of the calculation of a Poincaré map on a ẏ, y section
located at the position x = 0 in phase space, we follow Hénon and Heiles and
select the energy E = 1

12 and the values ẏ1 = −0.08, y = 0.02 as starting points
for the calculation. The initial velocity, ẋ1, is fixed by Eq. (11.19) with x = 0

ẋ1 =
(

2E − ẏ2
1 − y2

1 + 2
3 y3

1

)1/2
, (11.24)

where we set x1 = 0 since the starting point is on the section. A numerical calcu-
lation provides the sequence of points (ẏ2, y2), (ẏ3, y3), (ẏ4, y4), . . . , which are
labeled 2, 3, 4, . . . on the Poincaré map of Fig. 11.7. The first eight points lie on
a closed curve, as shown, the next nine points retrace this same curve, as do the
subsequent points 18, 19, 20, . . . . A number of trajectories that were calculated
by Hénon–Heiles for the same energy and different starting points are displayed
in Fig. 11.8(a).

Note that Fig. 11.7 provides an enlargement of the large oval curve on the right
side of Fig. 11.8(a). The outermost curve of the latter figure marks the boundary
of the accessible region defined by solutions to Eq. (11.23). For E = 1

12 , the
velocity ẏ reaches its maximum value ẏ = ±(2E)1/2 = 0.408 at the position
y = 0, and the coordinate y attains its extremal values at the velocity ẏ = 0 given
by the two roots to the cubic equation (11.23),

y = 1
2 , − 1

2 (
√

3 − 1) (11.25)

FIGURE 11.7 Poincaré section in the ẏ y plane showing the successive points 1, 2, 3, . . .
of a Hénon–Heiles orbit for the energy E = 1

12 . This particular curve also appears on the
right side of Fig. 11.8a. From M. Hénon (1983), Fig. 20.
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FIGURE 11.8(a) Poincaré maps in the ẏ, y plane showing several Hénon–Heiles orbits:
(a) E = 1

12 with regular orbits.

as indicated in Fig. 11.8(a). The third root of the cubic equation + 1
2 (
√

3 + 1)
violates condition (11.22), so it is not acceptable. The figure shows that there are
four regions with oval-shaped orbits, which (if calculated for smaller and smaller
circumferences) would shrink to four fixed points called elliptic fixed points. Sep-
arating and bounding these regions of elliptic type closed orbits is a single contin-
uous curve that crosses itself three times at what are called hyperbolic points. A
horizontal line drawn for ẏ = 0 is a line of mirror symmetry with the curves above
this line being mirror images of those below it. This symmetry results from the
Hamiltonian being invariant under the transformation ẏ → −ẏ, but not invariant
under the transformation y → −y because odd powers of y in Eq. (11.19) pro-
duce asymmetry in the y-direction.

If the energy is increased to E = 1
8 and the calculations are repeated, an

unexpected result is obtained. The regions where the oval orbits were found for
the lower energy E = 1

12 still produce closed trajectories with fixed points at
their centers; however, in the regions between these closed trajectories, there is
no continuous curve and the points there appear to have no regularity, as shown
in Fig. 11.8(b). If we follow the order in which these scattered points appear,
we find that, instead of following a regular curve, they jump around in a more
or less random fashion from one part of the Poincaré section to another. All of
the scattered points on Fig. 11.8(b) arose from the same single chaotic trajectory,
and the chaotic region where they appear on the figures constitutes a cross sec-
tion of a strange attractor. In other words, they all originate from a single orbit
meandering through the strange attractor region of phase space and repeatedly
penetrating the Poincaré section randomly throughout the chaotic region of this
section. Raising the energy still further to the critical value E = 1

6 causes the
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FIGURE 11.8(b&c) (b) E = 1
8 with regions of regular motion and regions of chaos, and

(c) E = 1
6 with chaos dominant. The orbit on the right side of (a) is plotted in Fig. 11.7 on

an enlarged scale. From M. Hénon (1983), Figs. 21, 22, and 23.

strange attractor to fill most of the available phase space, and this has the effect
of extending the chaotic region to include almost the entire accessible area of
Fig. 11.8(c). An index of the extent of the chaos is the fraction of the acces-
sible region where the calculated points lie on regular trajectories. Figure 11.9
shows how the relative area of the regular region declines as the energy increases.
The onset of chaos occurs near E = 1

9 , beyond which the region of regularity
decreases linearly with the energy until complete chaos sets in at about E = 1

6 .
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FIGURE 11.9 Fraction of the available Hénon–Heiles Hamiltonian phase space occu-
pied by regular (nonchaotic) orbits plotted as a function of the energy E . From M. Hénon
(1983), Fig. 24.

Calculations for this figure at higher energies are not meaningful because the
equipotential lines no longer close on themselves, and the accessible area becomes
infinite.

Chaos can also be viewed as a breakdown of integrability. The trajectories of
Figs. 11.7 and 11.8(a) for E = 1

12 can be obtained by integrating the equations
of motion for particular initial conditions; the results obtained by carrying out the
integrations are unique and reproducible, and the path followed by the position
point is predictable. At the higher energy E = 1

8 , the equations are integrable
for some initial conditions, but produce points randomly located in the chaotic
region for other initial conditions, in accordance with Fig. 11.8(b). For E = 1

6 ,
integrability breaks down over virtually the entire accessible region of phase space
depicted in Fig. 11.8(c).

Another interesting feature of chaos is the appearance of what are called is-
lands. For very small coupling, such as for energies in the range E ∼ 10−3, the
ẏ versus y section consists of closed orbits slightly perturbed from being circular.
The much larger perturbation for the energy E = 1

12 produces four sets of elliptic
type orbits, and the increase in the energy to E = 1

8 results in the appearance of
five islands of integrability along the border of the chaotic region on the right side
of Fig. 11.8(b). Figure 11.8(c) shows that such islands persist even when almost
complete chaos reigns.
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In addition to the above features, the chaotic region can exhibit an hierarchy
of islands, and these are most easily visualized by plotting constant energy orbits
in xy coordinate space. This can be done for the Hénon–Heiles system, but it will
be more instructive for us to plot these coordinate space orbits and display some
features of the hierarchy of islands with the aid of another chaotic system called
quadratic mapping, which arises from the set of coupled equations

xn+1 = xn cosα − yn sinα + x2
n sinα

yn+1 = xn sinα + yn cosα − x2
n cosα, (11.26)

where the variables lie in the ranges −1 < x < +1, −1 < y < +1, and
α, which might be called a control parameter, determines the extent to which
the solutions are regular or chaotic. These equations are solved by an iteration

FIGURE 11.10(a) (a) Trajectories in coordinate space for the quadratic mapping sys-
tem (11.26) at an energy near the onset of chaos. From M. Hénon (1983), Figs. 33 and 34.
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technique similar to that described for the logistic equation at the beginning of
Section 11.8. Trajectories calculated numerically for the case cosα = 0.4 are
plotted in Fig. 11.10(a). We see from the figure that this system exhibits one
main centrally located elliptic-type region, five hyperbolic points where trajec-
tories appear to cross, five outlying elliptic-type regions, and what appears to be
a somewhat irregular distribution of dots called islands. The main trajectories can
also be referred to as zero-order islands. When the area near one of the hyper-
bolic points (for example, x = 0.57, y = 0.15) is enlarged by a factor of 20, we
see from Fig. 11.10(b) that the trajectories do not actually cross at a hyperbolic
point, but rather there are several series of islands in this region, and some hint of
incipient chaos. The well-formed curves on the left are associated with the main
central elliptic-type zero-order island region, and the structure at the upper right
involves a continuous curve that encircles the ordered region of Fig. 11.10(a).
The long dashed curves at the bottom of Fig. 11.10(b) are part of an outlying

FIGURE 11.10(b) (b) Enlargement of the rightmost hyperbolic point of (a) showing
several orders of “islands.”
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elliptic-type region of zero-order islands, and directly above them are first-order
islands, each of which has four second-order islands nearby. At the upper bor-
der of the figure are first- and second-order islands associated with the zero-order
island out of view above the figure. In general, islands tend to be organized in an
infinite hierarchy, they are self-similar, and the relatively few islands at one level
of enlargement are associated with many islands at the next lower level. Indeed,
Fig. 11.10(b) shows islands with a large range of diameters: ∼ 1.0, 0.3, 0.01,
0.003, and 0.0005.

The property of “islands” being replicated at higher and higher levels of mag-
nification is a property characteristic of entities called fractals. This self-similarity
is much more regular in the case of fractals because highly magnified regions can
look almost identical to views at much lower magnification. The nonintegral di-
mensionality associated with a strange attractor that was mentioned earlier in the
chapter is also characteristic of fractals. We will have more to say about fractals
later in the chapter.

11.7 BIFURCATIONS, DRIVEN-DAMPED HARMONIC OSCILLATOR,
AND PARAMETRIC RESONANCE

The minimal requirements for a system of first-order equations to exhibit chaos
is that they be nonlinear and have at least three variables. While many nonlinear
equations in physics are second order, it is possible to reduce a set of second-order
nonlinear differential equations to a larger system of first-order nonlinear differ-
ential equations. Recall from Section 8.1 that a set of N second-order Lagrange
equations reduces to a set of 2N first-order Hamilton equations. Our present topic
deals with the nonlinear analogue of this behavior.

The Hénon–Heiles Hamiltonian satisfies these minimum criteria for chaotic
motion. This can be seen by rewriting its two nonlinear second-order equations of
motion (11.20) as four first-order equations, two of which are nonlinear

dx

dt
= vx

dvx

dt
= −x − 2xy

dy

dt
= vy

dvy

dt
= −y +−x2 + y2, (11.27)

where there are now four generalized coordinates x , y, vx , and vy .
Let us consider, as another example, the driven, damped, harmonic oscillator

that has the following equation of motion (cf. Eq. (6.90)):

d2θ

dt2
+
(

1

q

)
dθ

dt
+ sin θ = g cos(ωDt), (11.28)

where ωD is the driving frequency which is independent of time, and the angle
and time coordinates have been renormalized to absorb the excess constants. This
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nonlinear second-order differential equation can be converted to a system of three
first-order differential equations by writing

dφ

dt
= ωD,

dθ

dt
= ω, (11.29)

dω

dt
= − 1

q
ω − sin θ + g cosφ

where φ is the phase of the driving term. There are now three dependent variables,
φ(t), θ(t), ω(t), and one independent variable t . Since the third of these equations
is nonlinear, we expect that particular values of the parameters q, g, and ωD might
produce chaotic motion. One physical way to justify this expectation is to note
that the motion of the pendulum should depend upon the interplay between the
“natural” frequency ω and the driving frequency ωD .

To obtain quantitative results, we choose q = 2 and let the amplitude g of
the forcing function play the role of what is called a control parameter. Such a
parameter is an index that delineates regions of normal and chaotic behavior. In
Fig. 11.11(a), we show the ω = θ̇ versus θ Poincaré section for the control param-
eter g = 0.9. We see from this figure that the motion is regular, while Fig. 11.11(b)
constructed for g = 1.15 displays chaotic motion, that is, randomness in the dis-
tribution of points. The periodic nature of the differential equations (11.29) pro-
duces regions of stability, and then regions of chaos as the control parameter g is
increased.

If we examine how the frequency of oscillation, ω, depends upon this forc-
ing function amplitude g for a fixed choice of phase, φ, we find that the sys-
tem undergoes a number of bifurcations in the measured frequency of the
oscillator. At each bifurcation, the number of allowed frequencies doubles. A
plot of this is shown in Fig. 11.12. The bifurcations are associated with nor-
mal or nonchaotic behavior. The figure also shows shaded regions where the
oscillator exhibits chaos. Fig. 11.12(b), which is a factor of ten enlargement
of a region of (a), shows that bifurcations and chaos have a complex depen-
dence upon the control parameter. Figures of this type are called bifurcation
diagrams or Feigenbaum plots. A comparison of the two Feigenbaum plots of
Fig. 11.12 makes it clear that this system exhibits the property of self-similarity
whereby the behavior of ω(t) in the neighborhood of one bifurcation resembles
that in the neighborhood of other bifurcations, even though the scale or linear
dimensions are so much different. It is also evident that the quantity g seems to
“control” the extent to which the system bifurcates and displays chaos. In the
Hénon–Heiles system discussed in the previous section, the control parameter
is the magnitude of the perturbation 	H = x2 y − 1

3 y3. In the dimensionless
units being used there, the effective magnitude of 	H was set by the choice of
energy.
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FIGURE 11.11 Phase space diagram of an orbit of the driven, damped harmonic oscil-
lator (a) in the normal behavior region for q = 2 and control parameter g = 0.9, and (b) in
the chaotic region for q = 2 and g = 1.15. Reprinted with the permission of Cambridge
University Press. From G. L. Baker and J. P. Gollub, Chaotic Dynamics, An Introduction,
Cambridge, England: Cambridge University Press, 1990, Figs. 3–4a and 3–4c.
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FIGURE 11.12 Feigenbaum plot of the driven, damped harmonic oscillator showing
regions of regular and of chaotic behavior. Part (b) is an enlargement of the region on
the right side of (a). Reprinted with the permission of Cambridge University Press. From
G. L. Baker and J. P. Gollub, Chaotic Dynamics, An Introduction, Cambridge, England:
Cambridge University Press, 1990, Fig. 4–22.

An example of a parametric harmonic oscillator type system that can become
chaotic is the parametric oscillator, which satisfies the equation

m
d2x

dt2
+ G(t, τ )x = m

d2x

dt2
+
(

mω2
0 + k(t)

)
x = 0 (11.30)
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where G(t, τ ) is the parameter of the oscillator, and the term k(t) = k(t + τ)

is a perturbation periodic in the time τ . Many functions k(t) produce what is
called parametric resonance, and we give an example of one. Recall that for a
simple rigid rod pendulum of length L , corresponding to k = 0 in Eq. (11.30),
the resonant frequency ω0 = (g/L)1/2 and the oscillations can be perturbed by
changing the length of the bob. Parametric resonance can be induced in a simple
pendulum by shortening the length L by a small amount 	L when the mass is at
its lowest point with the maximum kinetic energy, and increasing the length by
the same amount 	L at the top of the motion where the mass is instantaneously
at rest, with the kinetic energy zero and the potential energy a maximum. More
energy is added at the bottom than is subtracted at the top, so there is a continual
increase in energy every cycle.

In general, the evolution in time of the solution of Eq. (11.30) can be highly
sensitive to small changes in the initial conditions and the nature of k(t). This is
a condition for chaos.

11.8 THE LOGISTIC EQUATION

Since the driven-damped harmonic oscillator and the parametric resonance
oscillator solutions can only be calculated with the aid of sophisticated numerical
techniques, we shall consider the detailed analysis of a much simpler mathemati-
cal equation called the logistic equation or quadratic iterator, which lends itself
to elementary calculations, and exemplifies most of the characteristics of chaos.
Its solutions exhibit regularities as well as chaotic behavior. The properties of this
equation, using successive iterations, are easy to carry out on a small calculator,
and the description of chaos that the calculations provide has much in com-
mon with many realistic physical situations. This ubiquitous equation describes
behavior in various disciplines such as physics, engineering and economics. For
example, in biology it describes population dynamics, or the rise and decline
of populations interacting with each other through predator–prey relationships.
Other simple functions with a quadratic term also give qualitative and quantitative
results similar to those of the quadratic iterator.

The logistic equation is defined by the expression

xn+1 = axn(1 − xn), (11.31)

where a is the control parameter, with the variable x restricted to the domain

0 ≤ x ≤ 1. (11.32)

Successive iterations of this equation are expected to bring xn+1 closer and closer
to a limiting value, x∞, so that further iterations produce no additional change in
xn . This limiting value x∞ is called a fixed point, and it is obtained by setting
xn+1 = xn in the logistic equation (11.31), which gives

x∞ = a − 1

a
. (11.33)
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Since xn is limited to the range given by Eq. (11.32), the control parameter must
be positive with the limit 1 ≤ a. Equation (11.33) does not set any upper limit on
the control parameter, and ordinarily the range 1 ≤ a ≤ 4 is studied.

It is of interest to know the conditions for the fixed point to be stable. For
stability, a value of xn near the fixed point will iterate to a value xn+1, which is
closer to x∞ than xn was. To check this, we can select a value of xn that is close
to the fixed-point value by writing

xn = a − 1

a
± δ, (11.34a)

where δ � 1. We shall show in Derivation 4 that this gives, to first order in δ

xn+1 = a − 1

a
± δ(2 − a). (11.34b)

For convergence to x∞, we require the coefficient (2−a) of δ to have an absolute
value less than 1, meaning that this stable fixed point satisfies the condition

1 < a < 3. (11.35)

Such a fixed point constitutes an attractor since values of xn are attracted to it; that
is, they iterate toward it. We see from a left-hand column of Table 11.1 that for
the choice a = 2 and the initial value x0 = 0.3, less than half a dozen iterations
are needed to reach the fixed point x∞ = 1

2 obtained from Eq. (11.33).
It is of interest to find out what happens when we iterate the logistic equation

for control parameters beyond the value a = 3. For a = 3.2 then, we find that
after two dozen iterations the value of xn alternates between two final values or
attractors as follows:

xn = 0.51304

xn+1 = 0.79946, (11.36)

as shown in the center columns of Table 11.1, and for the control parameter
a = 3.5, a double bifurcation corresponds to a fourfold cycle involving the four
attractors

xn = 0.501

xn+1 = 0.875

xn+2 = 0.383

xn+3 = 0.827. (11.37)

There is an eightfold cycle for a = 3.55, a sixteenfold cycle for a = 3.566, . . . .
Figures 11.13(a) and Fig. 11.14 illustrate the bifurcations. These Feigenbaum
diagrams, which plot x∞ against a, show how the number of values of x∞
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TABLE 11.1 Examples of iterations of the logistic equation (11.31) before bifurcation
with control parameter a = 2.0 (left side), after one bifurcation with control parameter
a = 3.2 (center), and in the chaotic region (a > a∞) with control parameter a = 4.0
(right side). In the normal regions, values of |xn − x∞| are given, and in the chaotic
region, values of 	xn = |xn − x ′n | are given for two iterations xn and x ′n , which start
close together.

Normal, a = 2.0 Normal, a = 3.2 Chaotic, a = 4.0

n xn |xn − x∞| × 104 xn |xn − x∞| × 104 xn x ′n 	xn × 104

0 0.3000 2000 0.3000 2130 0.3000 0.3001 1
1 0.4200 800 0.6720 1590 0.8400 0.8402 2
2 0.4872 128 0.7053 942 0.5376 0.5372 4
3 0.4997 3 0.6651 1521 0.9943 0.9948 5
4 0.5000 0 0.7128 867 0.0225 0.0220 5
5 0.5000 0 0.6551 1421 0.0879 0.0859 20
6 0.5000 0 0.7230 765 0.3208 0.3143 65
7 0.5000 0 0.6408 1278 0.8716 0.8621 95
8 0.5000 0 0.7365 630 0.4476 0.4755 279
9 0.5000 0 0.6210 1080 0.9890 0.9976 86

10 0.5000 0 0.7531 264 0.0434 0.0096 338
11 0.5950 820 0.1661 0.0381 1280
12 0.7711 284 0.5542 0.1465 4077
13 0.5647 517 0.0734 0.4714 4268
14 0.7866 129 0.2720 0.9967 7247
15 0.5372 242 0.7922 0.0199 7723
16 0.7960 35 0.6586 0.2877 3709
17 0.5204 74 0.8999 0.8197 802
18 0.7987 8 0.3619 0.5911 2292
19 0.5146 16 0.9237 0.9668 431
20 0.7993 2 0.2819 0.1282 1537
21 0.5133 3 0.8097 0.4472 3625

successively doubles: 1, 2, 4, 8, . . . , for increasing control parameter a until the
value

a∞ = 3.5699456 . . . (11.38)

called the Feigenbaum point is reached, beyond which the behavior becomes
chaotic. For the choice of control parameter a = 4.0 in the chaotic region beyond
a∞, successive xn-terms generate a sequence of what seems like random num-
bers. If we start with two very close initial values, such as x0 = 0.3000 and
x ′0 = 0.3001, we see from the right-hand column of Table 11.1 that after 10 or 11
iterations xn and x ′n become widely separated from each other, and their differ-
ence 	xn = |xn − x ′n| becomes comparable to their values. Additional iterations
produce seemingly random values of xn and x ′n .

A Feigenbaum diagram has some other interesting properties. When the
region near each bifurcation is enlarged, we find successive bifurcations that



“M11 Goldstein ISBN C11” — 2011/2/15 — page 512 — #30

512 Chapter 11 Classical Chaos

FIGURE 11.13 Correlation between Feigenbaum plot (a) and the Liapunov exponent
λ (b) of the logistic equation in the control parameter range from a = 3.4 to a = 4.0.
The figures are aligned with corresponding values of a to show how sharp minima in λ
correlate with bands of normal behavior embedded in the chaos. The Liapunov exponent
is negative in the range a < a∞ of normal behavior, and positive in the chaotic region
a > a∞, except where regions of normal behavior appear in the chaos beyond a = a∞.
From Peitgen et al. (1992), Fig. 11–1 (upper figure) and R. Shaw, Z. Naturforsch, 36a, 80
(1981) (lower figure).
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FIGURE 11.14 Feigenbaum diagram of the logistic equation over a wide range (1–4) of
control parameter a (a). Diagrams (b), (c), and (d) show successively greater enlargements
of regions near bifurcations. Note the reversals in order of the ordinate scales on the right
side of successive figures. From Peitgen et al. (1992), Fig. 11.3.
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are self-similar to each other, but on successively smaller scales. This is illus-
trated graphically in the sequence of enlargements, Figs. 11.14(a–d). The ratio of
the horizontal spacing between successive bifurcations converges to a limit called
the Feigenbaum number δ

δ = lim
n→∞

an − an−1

an+1 − an
= 4.6692016 . . . , (11.39)

and the ratio of successive vertical spacings also converges to a limit α:

α = lim
n→∞

xn − xn−1

xn+1 − xn
= 2.50290787 . . . . (11.40)

The Feigenbaum number δ is a universal constant found with many chaotic sys-
tems, but the numbers α and a∞ depend upon the specific model, which in the
present case is the logistic equation. Another interesting property of a Feigen-
baum diagram is the presence of regions of normality embedded in the chaos.
This is evident in Fig. 11.13(a), and is more prominent in the expanded diagrams
of Fig. 11.15, which display bifurcations for three levels of enlargements. Each
enlargement displays more bifurcations and new regions of normality within the
chaos. The fractal property of self-similarity is evident.

In Section 11.4, we discussed how the rate of approach to a normal-state fixed
point or to randomization in the chaotic region is determined by the value of the
associated Liapunov exponent λ. This exponent λ from Eq. (11.13) is dimension-
less, and we write for the normal and chaotic regions, respectively, as

|xn − x∞| = enλ = e−n|λ| (normal region) (11.41a)

|xn − x ′n| = enλ = en|λ| (chaotic region). (11.41b)

Note that the exponent nλ is written as −n|λ| for the normal region because
λ is negative there. In the normal region xn ⇒ x∞ for large n, so the differ-
ence |xn − x∞| goes to zero. In the chaotic region, the difference |xn − x ′n|
grows exponentially until it becomes comparable to the overall range of val-
ues, namely 0 < x < 1, which means exponential growth in separation until
perhaps |xn − x ′n| > 0.2. Further iterations keep this separation xn − x ′n in the
approximate range 0.2 < x < 1. These behaviors are clear from the data in the
right-hand columns of Table 11.1. Figure 11.13 shows how the Liapunov expo-
nent depends upon the control parameter. We see from the figure that λ is nega-
tive in the normal range a < a∞, and rises to zero at bifurcation points, as can
be seen by comparing Figs. 11.13(a) and (b). It is positive in the chaotic region
where a > a∞, except where regions of normal behavior that appear white in
Fig. 11.13(a) are embedded in the chaos. Near control parameter a = 3.83, we
see three successive minima of λ in the region of negative values that correspond
to the period doublings visible in Fig. 11.13(a), and that are considerably enlarged
in Fig. 11.15.

We must remember when studying systems such as the logistic equation that
values of xn obtained from the iterative process of Eq. (11.31) do not correspond
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FIGURE 11.15 Feigenbaum diagram of the logistic equation showing regions of normal
behavior embedded in regions of chaos. Three successive enlargement figures are shown,
as indicated by their abscissa and ordinate scales. From Peitgen et al. (1992), Fig. 11.41.
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to a particle moving in space. Successive iterations merely illustrate some of
the properties of chaos. We must maintain a clear distinction between the chaos
that results from simplified models such as that of Hénon–Heiles, and the actual
motion of real stars in the galaxy. These simplified models display many of
the features that are found in numerical solutions that more closely approxi-
mate the real world, but they cannot make reasonable quantitative predictions
about the onset of chaos in real physical situations.

By way of summary, we have seen that where the logistic equation behaves
in a normal manner, the solutions occur at values of x called attractors, stable
fixed points that constitute one-dimensional analogues of limit cycles. Beyond
this, successive bifurcations are found. In the chaotic region the equation gen-
erates numbers in a random manner so that if we start with a value of x in one
small interval, the iteration will eventually produce a number in another previ-
ously designated small interval, corresponding to the property of mixing. We also
saw that in the chaotic region two points that are initially very close generate
successive sequences that do not remain near each other, corresponding to the
property of sensitivity to initial conditions. There are also regions of order with
attractors, period doublings, and negative Liapunov exponents imbedded in the
chaos.

11.9 FRACTALS AND DIMENSIONALITY

The phenomenon of “islands” being replicated at higher and higher levels of mag-
nification, as described in Section 11.6, is characteristic of many chaotic systems,
and also of entities called fractals. A fractal is an object or set with nonintegral
dimensions that exhibits the property of self-similarity. For example, consider a
line segment, remove its middle third to produce two line segments, remove the
middle third of these latter line segments to produce a total of four, and so on,
as indicated in Fig. 11.16(a). If this process of removing the middle third of suc-
cessively smaller line segments is continued indefinitely, we end up with a series
of dots with characteristic spacings called a Cantor set. The Cantor set at various
stages in its generation is self-similar in the sense that magnifications of the set
at later stages of generation have the same appearance as the set itself at earlier
stages of formation. The dimensionality of the Cantor set is a little more subtle to
deduce because the recursion process of its generation continually increases the
number and reduces the size of the residual “dots.”

Before discussing the dimensionality of the Cantor set it will be helpful to say
a few words about dimensionality d in ordinary Cartesian or Euclidian space. In
one dimension consider a line segment of length a0 divided into a large number
of equal subdivisions each of length a � a0. In two dimensions we have a square
of side a0 subdivided into many equal subdivisions each of side a � a0. In three
dimensions the same type tiny squares are made of a cube of side a0. In each case
the total number of subdivisions, which we denote by N (a), is given by

N (a) = (a0/a)
d
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FIGURE 11.16 Recursive procedure that generates (a) the Cantor set, and (b) the Sier-
pinski carpet shown after four steps of iteration. From R. J. Creswick, H. A. Farach, and
C. P. Poole, Jr., Introduction to Renormalization Groups in Physics, New York: Wiley
(1992), Figs. 1.1.1 and 1.2.3.

where the dimensionality d = 1, 2, 3 for these three cases. Solving this expression
for the dimensionality of the space we obtain

d = log N (a)

log(a0/a)
(11.42)

This formula for the dimension d is intuitively obvious for systematic sub-
divisions of ordinary Euclidian space in any number of dimensions. We will
also find it applicable for what we might call the pathological subdivisions of
space that are characteristic of fractals. In this application the dimensionality d
determined by the application of Eq. (11.42) is called the Hausdorff or fractal
dimension dF.
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Returning to the Cantor set, it involves subdividing a line originally of length
a0, which is one-dimensional; that is, its Euclidean dimensionality dE = 1. Even-
tually we feel by intuition that after an infinity of splittings the lines diminish
to points that have a dimensionality of zero, and we say that the topological
dimensionality of the Cantor set dT = 0. Further consideration, however, leads
us to think that the limit is never really reached, and that any large but finite num-
ber of splittings still leaves an enormous number of infinitesimal one-dimensional
line segments present. This suggests that we need another way to assign dimen-
sionality. This can be done by noting that at the nth level of subdivision the line
segments are of length a = a0/3n , and the number of them N (a) is 2n . Thus, we
have

a = 3−na0

N (a) = 2n . (11.43)

The fractal dimension or Hausdorff dimension dF is defined by the expression

dF = log N (a)

log(a0/a)
. (11.44)

This definition is chosen to be consistent with the results of Eq. (11.42). Inserting
Eqs. (11.43) into Eq. (11.44) to get for the Cantor set

dF = log 2

log 3
= 0.6309. (11.45)

In the following discussion, we shall use dE for the initial Euclidean dimen-
sion, dT , for the final limiting Euclidean (called topological) dimension, and
dF for the counterintuitive non-integer dimension characteristic of fractals and
strange attractors. The fractal dimension dF is always between the two limiting
values dT and dE ,

dT < dF < dE , (11.46)

and we see that this relation is satisfied for the Cantor set

0 < 0.6309 < 1. (11.47)

It will be instructive to determine the fractal dimensions of an initially two-
dimensional (dE = 2) self-similar figure called the Sierpinski carpet of linear
dimension a0 and area A0 = a2

0 illustrated in Fig. 11.16(b). To start, a square is
divided into nine squares of length a = a0/3 and area A = a2 = (a0/3)2, and
the middle square removed. Then each of the remaining eight squares is divided
into nine smaller squares, and the middle one of each is removed. The figure
shows the fourth step in this iteration process. At the nth level of subdivision, the
squares are of length a = a03−n and the number of them N (a) is 8n . Thus, we
have



“M11 Goldstein ISBN C11” — 2011/2/15 — page 519 — #37

11.9 Fractals and Dimensionality 519

a = a03−n

N (a) = 8n . (11.48)

The appropriate limit is a set of edges of squares delineating intersecting jagged
filamentary lines, which become progressively thinner and thinner with succes-
sive iterations, appearing to approach dT = 1. The fractal dimension dF is again
given by Eq. (11.44),

dF = ln 8

ln 3
= 1.8928, (11.49)

and Eq. (11.46) is satisfied by the Sierpinski carpet, as expected,

1 < 1.8928 < 2. (11.50)

In the general case of a fractal object in a dE -dimensional Euclidean space, we
define the fractal dimensionality dF , also referred to as the capacity dimension,
by a covering of the region occupied by the object by dE -dimensional spheres in
accordance with the expression

dF = lim
r→0

log N (r)

log (r0/r)
, (11.51)

where r is the radius of the dE -dimensional spheres. This definition is clearly in-
dependent of the value of r0. If dE = 2, the sphere is a 2-sphere or circle of radius
r , and if dE = 1, the “sphere” is a 1-sphere or line segment of length 2r . In the case
of the Cantor set the object being covered by line segments or one dimensional
spheres of radius r = a/2 is the multitude of residual line segments after many
subdivisions. In the Sierpinski carpet case the covering is by circles of radius
r = a/

√
2, where a circle of radius r = a0/

√
2 covers the initial square before

any subdivisions. Fractal dimensions have been evaluated for many chaotic sys-
tems.* For example, the logistic equation was quoted as having a strange attractor
dimension of 0.538, which is between the topological dimension dT = 0 corre-
sponding to the individual points xn and the Euclidean dimension dE = 1 corre-
sponding to the range of x given by Eq. (11.32). The driven-damped pendulum
with the equation of motion (11.25) exists in two-dimensional (x, y) Euclidean
space, and has one-dimensional orbits of the type shown in Fig. 11.11(a). Its frac-
tal dimensionality determined from Liapunov exponents ranges from 1.2 to 1.4
for various damping factors, which is between the values of dT = 1 and dE = 2
that we just mentioned.

We saw in the previous section that chaotic systems exhibit a type of self-
similarity, but less regular than in the case of systematically constructed fractals
such as those in Fig. 11.16. This does, however, suggest that chaotic systems
could have a fractal-type nature, and that nonintegral dimensionality might be a
characteristic of chaos. This suggestion is correct. The fractal dimensionality dF

*See A. B. Çambel, Applied Chaos Theory, New York: Academic Press, 1993, p. 70; G. L Baker and
J. P. Gollub, Chaotic Dynamics, An Introduction, Cambridge, England: Cambridge University Press,
1990.
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of a strange attractor can be calculated from the Liapunov exponents associated
with its expansion in phase space. To illustrate this, we consider the particular case
of a strange attractor in two-dimensional configuration space, which evolves in
time by continuously expanding in one direction and continuously contracting in
its orthogonal direction in such a manner that its area A(t) continuously decreases
in magnitude with the passage of time. This permits it to continuously elongate
and meander throughout the available regions of phase space. We start with a
square zone in the x, y plane of a chaotic region with the initial dimension a0 in
the x- and y-directions and the corresponding initial area, A0 = a2

0 , as shown in
Fig. 11.17a. This means that dE = 2. If the area evolves in time by contracting
in the x-direction with the negative Liapunov exponent λ1 and expanding in the
y-direction with the positive Liapunov exponent λ2 it gets continuously thinner
and evolves toward a line of topological dimension dT = 1. In terms of these
Liapunov exponents, the x- and y-dimensions of the area have the respective time
dependencies from Eq. (11.12),

ax (t) = a0e−|λ1|t ay(t) = a0eλ2t , (11.52)

FIGURE 11.17 Role of the Liapunov exponents λ1 < 0 and λ2 > 0, subject to the con-
dition |λ1| > λ2, in the evolution of an initially square area (a) in phase space that expands
along one coordinate direction and contracts along the other with the passage of time (b).
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and the area A(t) evolves in time as

A(t) = A0e(λ2−|λ1|)t , (11.53)

where A0 = a2
0 . Since λ1 is negative and λ2 is positive, it is necessary to have

|λ1| > λ2 so that the area (11.50) will continually decrease with time. The feature
of a continuous decrease in the fractal area A(t) of Eq. (11.50) is analogous to the
continuous decrease in overall length of the line segments in the Cantor set, and
of the continuous decrease in the net remaining area in the Sierpinski carpet case,
as the iterations progress to the limit n ⇒ ∞.

If we consider the evolved elongated area A(t) as containing a number N (t)
of small squares of individual area 	A(t) = a2

x , as indicated in Fig. 11.17b then
we have

	A(t) = a2
0e−2|λ1|t , (11.54)

where λ1 is negative, and

N (t) = A(t)

	A(t)
= a2

0e(λ2−|λ1|)t

a2
0e−2|λ1|t = e(λ2+|λ1|)t . (11.55)

By analogy with Eq. (11.44), the strange attractor dimension dF , is given by

dF = log N (t)

log(a0/ax (t))
= 1 + λ2

|λ1| , (11.56)

which has a nonintegral or fractal value. For the present case, λ2 < |λ1|, so
Eq. (11.46) is satisfied with 1 < dF < 2. Thus, a strange attractor is related
to a fractal in the sense that its dimension is “strange”; that is, it is not an
integer.

There is a fundamental difference between the time evolution and the space-
filling effect of regular trajectories and chaotic trajectories. We saw in Sec-
tion 11.1 how the orbits of incommensurate oscillators can “fill” the space of a
torus by ranging over the entire domain. However, technically speaking, these
regular orbits do not occupy any of the area of the toroidal surface because they
are one-dimensional curves without any width, meaning that the actual area taken
up by them is zero. Chaotic orbits also range over their entire domain of phase
space, but they do so by occupying area in this space. What is strange is that the
more the chaotic orbits “fill” phase space, the smaller the area that they actually
occupy (cf Eq. (11.53)). This makes it appropriate to refer to the domain over
which the chaotic orbits roam as a strange attractor. The onset of chaos may be
looked upon as the increase in the dimension of a regular orbit from its topolog-
ical value dT = 1 to its fractal value 1 < dF < 2 as it begins to occupy space
in an area of Euclidean dimension dE = 2. The fractal dimension may be looked
upon as an index of how much space is occupied by the fractal orbit. We should
of course continue to bear in mind the fact that the main difference between the
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space-“filling” aspects of regular and chaotic orbits is that in the regular incom-
mensurate case the space is “filled” in a systematic manner by the predetermined
spiraling motion around the torus, while in the chaotic case the orbit “fills” space
in a random, meandering, manner.

This nonintuitive manner in which chaotic orbits in a sense spread out more
and more, and in another sense become more attenuated, as they develop in time
is very analogous to the behavior of fractals. We saw above how the Cantor set
and the Sierpinski carpet illustrated in Fig. 11.16 both become more disperse
and more attenuated as they go through successive iterations, always remaining
finite throughout the process. There is an analogue of the Sierpinski carpet in
three-dimensional Euclidian space called a Sierpinski sponge, which evolves in
an analogous manner through an iterative process, dispersing through space while
losing volume in accordance with a fractal dimension. Chaotic trajectories are
indeed closely related to fractals.

In our treatment of the quantitative aspects of chaos, we have placed more
emphasis on the fractal property of nonintegral dimensionality than we have on
its property of self-similarity. In the applications of fractals outside the domain
of classical mechanics, the emphasis is often more on the self-similarity aspect.
Many books display beautiful pictures of precisely drawn figures that illustrate
self-similarity down to infinite levels of subdivision, such as the Sierpinski carpet
sketched in Fig. 11.16. There are also examples from nature, such as the dendritic
growth of the branches of a tree, in which the self-similarity is more approximate
and irregular.

DERIVATIONS

1. Show that the system yn+1 = 1 − γ y2
n with −1 < y < 1 and 0 < γ ≤ 2 can be

transformed to the logistic equation (11.31) by the substitution y = cx + d . Find γ ,
c, and d in terms of the control parameter a of the logistic equation.

2. Show that the Hénon–Heiles Hamiltonian (11.17) can be written in polar coordinates
as

H = p2
r

2m
+ p2

θ

2mr2
+ 1

2
kr2 + 1

3
λr3 sin 3θ.

This form explicitly exhibits the threefold symmetry.

3. Show that for the energy E = 1
6 , the bounding equipotential (V (r, θ) = 1

6 ) for the
dimensionless Hénon–Heiles potential

V (r, θ) = 1
2r2 + 1

3r3 sin 3θ,

forms an equilateral triangle in the x, y plane (cf. Fig. 11.6).

4. Show that Eq. (11.34b) follows from inserting Eq. (11.34a) into Eq. (11.31). In addi-
tion, show that the stability range given in the text (cf. Eq. (11.35)) also follows.
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EXERCISES

Most of the following exercises are best completed using a personal computer
able to run programs such as MapleTM, MathematicaTM, or MaximaTM. In these
exercises the notation dz/dt = ż is used.

5. Find the first three bifurcations for the system yn+1 = 1 − by2
n , where −1 < y < 1

and 0 < b ≤ 2.

6. In an attempt to predict weather patterns, Edward N. Lorenz developed a model in
1969 with the following three coupled equations (Lorenz model) in x(t), y(t), and
z(t):

dx

dt
= σ(y − x),

dy

dt
= r x − y − xz,

dz

dt
= xy − bz,

where σ , r , and b are positive constants and x , y, and z are real. Lorenz chose, for
physical reasons, σ = 10 and b = 8

3 , and the parameter r is increased from 0. Let
x(0) = 2, y(0) = 5, and z(0) = 5. Investigate the behavior for

(a) r = 0, 10, and 20, 0 ≤ t < 20.

(b) r = 28, 0 ≤ t < 20, where chaotic behavior sets in for t ≈ 7.

In both cases, investigate the trajectories by using either three-dimensional plots of
the coordinates x(t), y(t), z(t) for different time steps or, if your numeric programs
do not generate such plots, plot x(t) versus t .

7. A system of equations simpler than the Lorenz equations of Exercise 6 were proposed
by O. E. Rössler in 1976, with only one nonlinear system coupling term. This system
had no physical intent except to show chaos.

dx

dt
= −(y + z),

dy

dt
= x + ay,

dz

dt
= b + z(x − c),

with a, b, and c positive constants and x(t), y(t), and z(t) real.

(a) Take a = b = 0.2, and initial conditions x(0) = −1, y(0) = z(0) = 0. Investigate
the effects of changing c around c = 5.7, holding a and b fixed.

(b) Take a = b = 0.2, c = 5.7 and investigate the effects of changing the initial
conditions starting with x(0) = −1, y(0) = z(0) = 0.

8. The general forced damped oscillator equation studied by F. Duffing in 1918 (Duffing
oscillator) can be written as

d2x

dt2
+ 2γ

dx

dt
+ αx + βx3 = F cosωt.

(a) Take α = 1, β = 0.2, γ = 0, F = 4.0, [dx/dt]t=0 = 0 and choose a set
of values of xt=0 and ω to show that the amplitude (absolute magnitude of the
maximum x) of the steady-state oscillation shows hysteresis. This is best done by
plotting the behavior for increasing ω until there is a jump in the amplitude and
then continuing the plot for slowly decreasing ω from a value slightly larger than
where the jump occurred.

(b) Having solved part (a), pick a value of ω in the range of the jump and slightly
vary F to determine how the amplitude varies for a fixed ω as F is changed.
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9. Study the van der Pol equation (11.11),

m
d2x

dt2
− ε(1 − x2)

dx

dt
+ mω2

0x = F cosωDt

(a) For the initial conditions near x = 0.5 and dx/dt = 0 for the values of ε = 0,
0.1, 0.2, and 0.3. Plot x(t) as a function of time to determine empirically the rate
at which the orbit approaches the attractor at x = 1.

(b) Repeat for the initial conditions x = 1.5, dx/dt = 0.

10. Construct the Poincaré section xp for the particular Duffing oscillator

d2x

dt2
+ 0.7

dx

dt
+ x3 = 0.75 cos t,

where p = ẋ = dx
dt , with initial conditions x(0) = dx

dt (0) = 0.

11. Construct the Poincaré section, as in Exercise 10, for the inverted Duffing oscillator,

d2x

dt2
+ 0.5

dx

dt
− x + x3 = F cos t,

for values of F in the range 0.24 to 0.35. This oscillator is said to be inverted because
the coefficient of the linear term is negative.

12. The diffusion equation is ∂u/∂t = η∇2u where u(x, t) is the density and η is the
diffusion constant. The model of diffusion by Witten and Sadler can be approximated
for numerical integration in two dimensions by considering a two-dimensional square
lattice and defining the size of a cluster as the minimum radius that includes all of its
particles. Mathematically perform the following:

(a) Place a particle at the center of a 25 × 25 lattice of spacing a.

(b) Place a particle at a random position away from the center but not adjacent to
the center and allow this particle to randomly move one location at a time until it
either leaves the lattice or becomes adjacent to the original particle. For the latter
eventuality, draw a circle centered on the center of the cluster that just includes
these two particles. Call this radius Rmin. After completing this step Rmin = a/2.

(c) Repeat this process by adding additional particles at random, increasing Rmin if
necessary to include all adjacent particles.

(d) After a reasonable number of particles, N , are aggregated, calculate the fractal
dimension, D, by the rule

D = ln N

ln Rmin
.

13. Construct a Poincaré section for the Hénon–Heiles potential. It is suggested that you
make the plot in the ẏ y plane so that you can compare your results with Figs. 11.7
and 11.8. Choose an energy, E , and initial conditions, x = 0 and ẋ = 0, and initial
conditions on y and ẏ to satisfy the energy condition and find the boundary curve.
Relax the condition on ẋ and choose conditions on ẋ , y, and ẏ that satisfy the energy
condition for x = 0. Integrate the equations of motion to find the crossings.

(a) Choose E = 1
12 , y0 = 0.01, ẏ0 = 0.02, and x0 = 0. Use the energy equation to

determine ẋ0. Integrate the equations to find the values of t where x(t) ≈ 0 saving
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the values t , x(t) ≈ 0, ẋ(t), y(t), ẏ(t). Find the first 27 crossings and compare
with Fig. 11.7.

(b) Repeat this process for E = 1
8 and plot the chaotic behavior.

14. Construct the entries in Table 11.1 for a = 3.55 and a = 3.60.

15. Refer to Figs. 11.13 and 11.15 for the logistic equation. Find the values of the three
cycle attractors embedded in the region of chaos. Use the control parameter a = 3.83.
Also find the values of the next higher cycle obtained for a larger control parameter in
this same embedded region of normality.

16. Show that in the control parameter range between the first and second bifurcations of
the logistic equation the two final values of the attractors, xn and xn+1, such as those
given by Eq. (11.36) satisfy the cubic equation

a3x2(2 − x)− a2(a + 1)x + (a2 − 1) = 0.



“M12 Goldstein ISBN C12” — 2011/2/15 — page 526 — #1

C H A P T E R

12 Canonical Perturbation Theory

12.1 INTRODUCTION

Almost all of the problems in classical mechanics discussed in Chapters 1–10,
whether in the text or in the exercises, have had exact solutions. Nevertheless,
it should be clear from Chapter 11 on chaos that the great majority of problems
in classical mechanics cannot be solved exactly. We have found solutions for the
two-body Kepler problem, but with the exception of a few special cases the clas-
sical motion of three-point bodies acted upon only by their mutual gravitational
forces has proved intractable (see Section 3.12). Even for two bodies the solutions
are implicit; no closed explicit formula can be found for the coordinates as a func-
tion of time (cf. Section 3.8). There is thus considerable incentive for developing
approximate methods of solution.

It often happens, fortunately, that in a physical problem that cannot be solved
directly the Hamiltonian differs only slightly from the Hamiltonian for a prob-
lem that can be solved rigorously. The more complicated problem is then said
to be a perturbation of the soluble problem, and the difference between the two
Hamiltonians is called the perturbation Hamiltonian. Perturbation theory consists
of techniques for obtaining approximate solutions based on the smallness of the
perturbation Hamiltonian and on the assumed smallness of the changes in the so-
lutions. We know from the discussion in Chapter 11 that even when the change in
the Hamiltonian is small, the eventual effect of the perturbation on the motion can
be large. This suggests that any perturbation solution must be carefully analyzed
to be sure that it is physically correct.

The development of perturbation theory goes back to the earliest days of ce-
lestial mechanics. Newton realized, for example, that most of the oscillations in
the Moon’s motion were the result of small changes in the attraction to the Sun
as the Moon revolves about Earth. His initial attempts at a lunar theory including
these effects corresponded roughly to a form of perturbation theory. Many of
the subsequent developments in the formal structure of classical mechanics, such
as Hamilton’s canonical theory, stemmed in large measure from the desire to
perfect perturbation techniques in celestial mechanics. The need for predicting
highly accurate orbits for space vehicles and the enormously increased capacity
for numerical computations have spurred further improvements in perturbation
theory.

Classical perturbation theory can be divided into two approaches: time-
dependent and time-independent perturbations. The terminology is chosen with

526
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an eye to perturbation theory as developed for quantum mechanics, and indeed
there are many points of analogy between the classical perturbation techniques
and their quantum counterparts. Generally speaking, classical perturbation theory
is considerably more complicated than the corresponding quantum mechanical
version. We shall treat time-dependent perturbation first as being the easier form
to understand. While perturbation theory can be developed for all versions of
classical mechanics, it is simplest to use the Hamilton–Jacobi formulation.

12.2 TIME-DEPENDENT PERTURBATION THEORY

Let H0(q, p, t) represent the Hamiltonian for the soluble, unperturbed problem.
We imagine the solution has been obtained through Hamilton’s principal function
S(q, α, t), which generates a canonical transformation in which the new Hamilto-
nian, K0, for the unperturbed problem is identically zero. The transformed canon-
ical variables, (α, β), are then all constant in the unperturbed situation. Now let
us consider the perturbed problem for which we write the Hamiltonian as (cf.
Eq. (11.8))

H(q, p, t) = H0(q, p, t)+�H(q, p, t). (12.1)

As has been emphasized before, the canonical property of a given coordinate
transformation is independent of the particular form of the Hamiltonian. There-
fore, the transformation

(p, q)→ (α, β)

generated by S(q, α, t) remains a canonical transformation for the perturbed
problem. Only now the new Hamiltonian will not vanish and the transformed
variables may not be constant. For the perturbed problem, the transformed Hamil-
tonian will be

K (α, β, t) = H0 +�H + ∂S

∂t
= �H(α, β, t). (12.2)

Hence, the equations of motion satisfied by the transformed variables are now

α̇i = −∂�H(α, β, t)

∂βi
, β̇i = ∂�H(α, β, t)

∂αi
. (12.3)

Equations (12.3) are rigorous; no approximation has yet been made. If the set of
2n equations can be solved for αi and βi as functions of time, then the equations
of transformation between (p, q) and (α, β) give q j and p j as functions of time,
that is, solve the problem. However, the exact solution of Eqs. (12.3) is usually
no less difficult to obtain than for the original equations of motion. The use of
Eqs. (12.3) as an alternative approach to the rigorous solution is therefore not
particularly fruitful.
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In the perturbation technique, however, advantage is taken of the fact that �H
is small. The quantities (α, β), while no longer constant, therefore do not change
rapidly, at least compared to the explicit dependence of�H on time. A first-order
approximation to the time variation of (α, β) is obtained by replacing α and β on
the right-hand side of Eqs. (12.3) by their constant unperturbed values:

α̇1i = −∂�H(α, β, t)

∂βi

∣∣∣∣
0
, β̇1i = ∂�H(α, β, t)

∂αi

∣∣∣∣
0
. (12.4)

Here α1i and β1i stand for the first-order perturbation solutions for αi and βi ,
respectively, and the vertical lines with subscript 0 indicate that after differentia-
tion α and β are to be replaced by their unperturbed forms; that is, the constants
(α0, β0). Equations (12.4) can be placed in matrix form by designating g as the
column matrix of the β and α canonical variables, so that

ġi = J
∂�H(g, t)

∂g

∣∣∣∣
0
, (12.5)

where J is the matrix given by Eq. (8.38a). Equations (12.4) can now be integrated
directly to yield the α1 and β1 as functions of time. Through the transformation
equations, we then obtain (q, p) as functions of time to first order in the pertur-
bation. Clearly, the second-order perturbation is obtained by using the first-order
dependence of α and β on time in the right-hand sides of Eqs. (12.4), and so
on. In general, the nth-order perturbation solution is obtained by integrating the
equations (in matrix form) for gn given by

ġn = J
∂�H(g, t)

∂g

∣∣∣∣
n−1

. (12.6)

As a trivial example of these procedures, let us consider as the unperturbed
system the force-free motion in one dimension of a particle of mass m. The
unperturbed Hamiltonian is

H0 = p2

2m
.

The momentum p is clearly conserved; call its constant value α. For this system
the Hamilton–Jacobi equation is

1

2m

(
∂S

∂x

)2

+ ∂S

∂t
= 0. (12.7)

Because the system is conservative and x is cyclic, we know immediately that the
solution for Hamilton’s principal function is

S = αx − α2t

2m
. (12.8)
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The transformed momentum is α; the transformed constant coordinate is

Q ≡ β = ∂S

∂α
= x − αt

m

or

x = αt

m
+ β, (12.9)

the expected solution for the force-free motion. While Eq. (12.9) is obvious
a priori, this formal derivation via the Hamilton–Jacobi equation at least shows
that α and β, so defined, form a canonical set.

Now suppose the perturbation Hamiltonian is

�H = mω2x2

2
, (12.10)

where ω is some constant. The total Hamiltonian is

H = H0 +�H = 1

2m
(p2 + m2ω2x2). (12.11)

We are thus considering the harmonic oscillator potential as a perturbation on
force-free motion! In terms of the α, β variables, the perturbation Hamiltonian,
by Eq. (12.9), is

�H = mω2

2

(
αt

m
+ β

)2

. (12.12)

In the perturbed system, the equations of motion for α, β are (cf. Eqs. (12.3))

α̇ = −mω2
(
αt

m
+ β

)
, (12.13a)

β̇ = ω2t

(
αt

m
+ β

)
. (12.13b)

Note that

β̇ + t

m
α̇ = 0. (12.14)

A rigorous solution of Eqs. (12.13) can be obtained by taking the time derivative
of Eq. (12.13a):

α̈ = −ω2α − mω2
(
β̇ − α̇t

m

)
= −ω2α. (12.15)
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Thus, α in the perturbed system rigorously has a simple harmonic variation with
time. From Eqs. (12.13a) and (12.9), it follows x = −α̇/(mω2), and hence the
solution for x is also simple harmonic motion. Considered as rigorous equations
of motion, Eqs. (12.13) therefore lead properly to the correct and well-known
solution.

But now let us treat mω2 (≡ k, the force constant) as a small parameter and
seek perturbation solutions. The first-order perturbation is obtained by replacing
α and β on the right by their unperturbed values α0 and β0. For simplicity, we
shall take x = 0 initially, so that β0 = 0; the initial value of p is then α0. The
first-order equations of motion are then

α̇1 = −ω2α0t, β̇1 = α0
ω2t2

m
, (12.16)

with immediate solutions

α1 = α0 − ω2α0t2

2
, β1 = α0ω

2t3

3m
. (12.17)

Solutions for x and p to first order are then

x = α1t

m
+ β1 = α0

mω

(
ωt − ω3t3

6

)
, (12.18a)

and

p = α1 = α0

(
1 − ω2t2

2

)
. (12.18b)

Substituting Eqs. (12.17) for α and β on the right-hand side of Eqs. (12.13), the
second-order equations of motion become

α̇2 = −α0ω
2

(
t − ω2t3

6

)
,

β̇2 = α0ω
2

m

(
t2 − ω2t4

6

)
, (12.19)

with solutions

α2 = α0 − ω2α0t2

2
+ ω2α0t4

24
,

β2 = α0ω
2

m

(
t3

3
− ω2t5

30

)
. (12.20)
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The corresponding second-order solutions for x and p are

x = α0

mω

(
ωt − ω3t3

3
+ ω2t5

5

)
,

p = α0

(
1 − ω2t2

2
+ ω4t4

4

)
. (12.21)

By now we have enough to see where the nth-order solution is going. The quan-
tities in the parentheses in Eqs. (12.21) are the first three terms in the expansion
of the sine and cosine, respectively. In the limit of infinite order of perturbation,
clearly

x → α0

mω
sinωt, p → α0 cosωt,

which are the standard solutions consistent with the initial conditions.
The constant transformed variables (α, β) incorporate information on the pa-

rameters of the unperturbed orbit. Thus, if the Kepler problem in three dimensions
describes the unperturbed system, then a suitable set of (α, β) are the Delaunay
variables, that is, the constant action variables J1 and the constant terms in the cor-
responding angle variables wi . We have seen in Section 10.8 that the Delaunay
variables are simply related to the orbital parameters—semimajor axis, eccentric-
ity, inclination, and so on. The effect of the perturbation is to cause these parame-
ters to vary with time. If the perturbation is small, the variation of the parameters
within one period of the unperturbed motion will also be small. Time-dependent
perturbation theory thus implies a picture in which the perturbed system moves
during small intervals of time in an orbit of the same functional form as the unper-
turbed system, an orbit whose parameters however will be changing in time. The
unperturbed orbit along which the system is momentarily traveling is sometimes
described as the “osculating orbit.” In position and tangent direction, it matches
instantaneously the true trajectory.

As determined by a perturbation treatment, the parameters of the osculating
orbit may vary with time in two ways. There may be a periodic variation, in
which a parameter comes back to an initial value in a time interval that to first
order is usually the period of the unperturbed motion. Or there may remain a
net increment in the value of the parameter at the end of each successive orbital
period—and the perturbed parameters are said to exhibit secular change. Peri-
odic effects of perturbation do not change the average parameters of the orbit;
on the whole, the trajectory remains looking much like the unperturbed orbit. A
secular change, no matter how small per orbital period, means that eventually,
after many periods, the instantaneous perturbed parameters may be quite differ-
ent from their unperturbed values. Therefore, the major interest in a perturbation
calculation will often be in the secular terms only, and the periodic effects may be
eliminated early in the game by averaging the perturbation over the unperturbed
period. Effectively, this is what was done in Section 5.8 when the perturbing
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gravitational potential of the oblate Earth was averaged over the satellite period
(cf. Eq. (5.90)).*

Often we would like to determine the time dependence of the orbital “con-
stants”—for example, eccentricity, or inclination—directly, rather than through
the intermediary of the canonical set (α, β). This can be done easily through the
Poisson bracket formalism. Let ci be any set of 2n independent functions of the
(α, β) constants of the unperturbed system:

ci = ci (α, β). (12.22)

One or more of the ci may be the desired orbital parameters. Then in the perturbed
system the time dependence of the ci quantities is determined by the equations of
motion

ċi = [ci , K ] = [ci ,�H ]. (12.23)

But �H(α, β, t) may equally well, by the inverse of Eqs. (12.22), be considered
a function of the c’s and t , so that (cf. Eq (9.68))

[ci ,�H ] ≡ ∂ci

∂h
J
∂�H

∂h
= ∂ci

∂h
J
∂�H

∂c j

∂c j

∂h

= [ci , c j ]
∂�H

∂c j
.

Hence,

ċi = [ci , c j ]
∂�H

∂c j
. (12.24)

As with Eqs. (12.3), Eqs. (12.24) are rigorous equations of motion for the
ci ’s. They become first-order perturbation equations when the right-hand sides,
including the Poisson brackets, are evaluated for the unperturbed motion. In gen-
eral the nth-order perturbation is obtained when the right-hand sides are evaluated
in terms of the (n−1)st order of perturbation. Equations (12.24) thus correspond,
in generalized form, to Eqs. (12.6).

*The circumstances are often be more complicated than as described in this paragraph. For example,
the periodic variation of orbital parameters can exhibit more than one period. This would obviously
occur when the perturbing potential has its own intrinsic periodicity, for example, the varying pertur-
bation of the Sun’s gravity on Earth–Moon orbit as Earth revolves around the Sun. Multiply periodic
behavior can also appear through interactions between perturbations. Thus, the periodic perturbation
of satellite parameters can show both short and long periods, and it is necessary to average over both
kinds of periods to find the secular perturbation effects. Sometimes the dividing line between periodic
and secular perturbations becomes a bit vague. What may appear as a secular perturbation in first order
will at times on closer examination turn out to be a periodic perturbation with a very long period, as
we discovered in Section 11.1 with the harmonic oscillator perturbation calculation. Depending on the
purpose of the calculation, it may still be advisable to treat it as a secular perturbation term. Nonethe-
less, the distinction between periodic and secular terms remains useful and normally straightforward,
especially in first-order perturbation theory.
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A version of Eqs. (12.24) expressed in Lagrange brackets (cf. Eq. (9.79)) is
often found in the literature of celestial mechanics. Multiply the equation for ci ,
by the Lagrange bracket {ck, ci } and sum over i :

{ck, ci }ċi = {ck, ci }{ci , c j } ∂�H

∂c j
.

By the theorem expressed in Eq. (9.83), this reduces to

−∂�H

∂c j
= {c j , ci }ċi . (12.25)

Historically, the perturbation equations of celestial mechanics are expressed in
terms of the disturbing function R, defined as −�H , so that Eqs. (12.25) appear as

∂R

∂c j
= {c j , ci }ċi . (12.25′)

Equations (12.24) or (12.25) are frequently denoted as the Lagrange perturbation
equations.

12.3 ILLUSTRATIONS OF TIME-DEPENDENT PERTURBATION THEORY

A. Period of the plane pendulum with finite amplitude. In the limit of small oscil-
lations a plane pendulum behaves like a harmonic oscillator and is isochronous;
that is, the frequency is independent of the amplitude. As the amplitude increases,
however, the correct potential energy deviates from the harmonic oscillator form,
and the frequency shows a small dependence on the amplitude. The small differ-
ence between the potential energy and the harmonic oscillator limit can be con-
sidered as the perturbation Hamiltonian, and the shift in frequency derived from
the time variation of the perturbed phase angle.

The Hamiltonian for a plane pendulum, consisting of a mass point m at the end
of a weightless rod of length l, is

H = p2

2ml2
+ mgl(1 − cos θ), (12.26)

where, for simplicity, the momentum conjugate to θ is denoted by p. Expanding
the cos θ term in a Taylor series, the Hamiltonian can be written as

H = p2

2ml2
+ mglθ2

2

(
1 − θ2

12
+ θ4

360
− · · ·

)
. (12.27)

The small amplitude limit consists of dropping all but the first term in the paren-
theses. We can get an idea of the magnitude of the correction terms by introducing
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artificially a parameter

θ2
1 = 2E

mgl
(12.28)

and the related parameter

λ = θ2
1

6
= E

3mgl

The series in the parentheses (cf. (12.27)) then looks like

1 − λ

2

(
θ

θ1

)2

+ λ2

10

(
θ

θ1

)2

− · · · .

Now, the ratio θ/θ1 rises to the order of unity at the maximum amplitude. Indeed,
θ1 is the maximum amplitude of oscillation when E , and therefore the amplitude,
is small. Hence, the rate of convergence of the expansion is determined by the
magnitude of λ.

If only one correction term is retained, first-order perturbation introduces terms
of the order λ in the motion. Second-order perturbation with the same perturbation
Hamiltonian introduces λ2 terms. Thus, to obtain modifications of the motion
consistently correct to λ2, we would have to compute second-order perturbation
on the λ term in the Hamiltonian, and first-order perturbation on the λ2 term in
the Hamiltonian. We shall here content ourselves with a consistent treatment to
order λ; that is, retain only the first correction term in the Hamiltonian and carry
out a first-order perturbation solution.

The unperturbed Hamiltonian derived from Eq. (12.27) can be put in the form
of a harmonic oscillator by writing it as (cf. Eq. (10.18))

H = 1

2I
(p2 + I 2ω2θ2), (12.29)

where I = ml2, the moment of inertia of the pendulum, and

ω2 = mgl

I
= g

l
. (12.30)

A suitable set of canonical variables corresponding to a vanishing K for the
unperturbed system are the action variable J and the phase angle β in the angle
variable:

w = νt + β, ν = ω

2π
. (12.31)

The effect of the perturbation is to cause both J and β to vary with time. The
equations of transformation relating p and θ to J and β, respectively, have already
been given in Eqs. (10.96) and (10.97), which here take the form

θ =
√

J

π Iω
sin 2π(νt + β),
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p =
√

I Jω

π
cos 2π(νt + β). (12.32)

In the unperturbed system J and β are constant and Eqs. (12.32) constitute the
complete solutions for the motion. But the equations remain valid for the per-
turbed case, only J and β have time dependencies to be determined.

The unperturbed Hamiltonian is H0 = Jν, but the perturbation Hamiltonian
takes the form

�H = −mgl

24
θ4 = − J 2

24π2ml2
sin4 2π(νt + β). (12.33)

The first-order time dependence of β and J are to be obtained from

β̇ = ∂�H

∂ J
, J̇ = −∂�H

∂β
, (12.34)

where on the right-hand side of each equation the unperturbed solutions for J and
β are to be used; that is, J and β are considered constant. Thus,

β̇ = − J

12π2ml2
sin4 2π(νt + β). (12.35)

Equation (12.35) says that to first order, β̇ varies over the cycle of the unperturbed
oscillation. But there is a net value for β̇ when averaged over a complete cycle,
for the average of sin4 is 3

8 . Hence, β̇ exhibits a secular perturbation at a constant
rate given by

β̇ = − J

32π2ml2
. (12.36)

Viewed over times long compared to the unperturbed period, β has a time depen-
dence

β = β̇t + β0. (12.37)

Such a variation, when inserted in Eq. (12.32), says that, on average, the first-order
solution is still simple-harmonic with a frequency

ν′ = ν + β̇.

Now, in the unperturbed motion

J = 2πE

ω
= 2πω

El

g
,
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so that β̇, Eq. (12.36), becomes

β̇ = − ωE

16πmgl
= −νθ

2
1

16
. (12.38)

The first-order fractional change in the frequency at a finite amplitude θ1 is
therefore

�ν

ν
= β̇

ν
= − θ

2
1

16
, (12.39)

a well-known result that can also be obtained by approximating the elliptic-
function representation of the motion.

From Eqs. (12.33) and (12.34), it is seen that to first order the time variation of
J is

J̇ = − J 2

3πml2
sin3 2π(νt + β) cos 2π(νt + β).

The average of sin3 φ cosφ over even a half period of φ is zero; hence, J shows
no secular perturbation. We would expect this result physically, as J is a measure
of the amplitude of the oscillations (cf. Eqs. (12.32)), and the perturbation would
not be such as to cause the amplitude to grow or decay with time.

B. A central force perturbation of the bound Kepler problem. In Exercise 21,
Chapter 3, it was shown rigorously that if a potential with a 1/r2 form is added
to the Coulomb potential, the orbit in the bound problem is an ellipse in a rotat-
ing coordinate system. In effect, the ellipse rotates, and the periapsis appears to
precess. Here we will find the precession rate by first-order perturbation theory,
considering a somewhat more general form for the perturbing potential.

Suppose the total potential is

V = −k

r
− h

rn
, (12.40)

where n is an integer greater than or equal to +2. The constant h will be assumed
to be such that the second term is a small perturbation on the first for the range of
r considered. The perturbation Hamiltonian is thus

�H = − h

rn
, n ≥ 2. (12.41)

In the unperturbed problem the angular position of the periapsis in the plane of the
orbit is given by the constant ω = 2πw2 (cf. Eq. (10.166)). With the perturbation,
ω has a time dependence determined by

ω̇ = 2π
∂�H

∂ J2
= ∂�H

∂l
, (12.42)
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using the relation J2 = 2πl (Eq. (10.156)). First-order perturbation results are
obtained by evaluating �H , and the derivative, in terms of the unperturbed
motion. Further, the instantaneous change in ω is rarely of interest. In most situa-
tions where the perturbation formalism is of value, ω̇ is so small the change in ω
is difficult or impossible to perceive within a single orbital period, and it is suffi-
cient to measure only the secular change in ω after many orbits. Therefore, what
is wanted is ω̇ averaged over a time interval τ , the period of the unperturbed orbit:

ω̇ ≡ 1

τ

∫ τ

0

∂�H

∂l
dt.

The derivative can be taken outside the integral sign, since τ is a function of J3
only (Eq. (10.142) combined with Eq. (10.146)), whereas the derivative is with
respect to l = J2/2π . Hence,

ω̇ = ∂

∂l

(
1

τ

∫ τ

0
�H dt

)
= ∂�H

∂l
. (12.43)

But the time average of the perturbation Hamiltonian is here

�H = −h

(
1

rn

)
= −h

τ

∫ τ

0

dt

rn
. (12.44)

By using the conservation of angular momentum in the form l dt = mr2 dψ , the
integral can be converted into one over ψ :

�H = −mh

lτ

∫ 2π

0

dψ

rn−2
(12.45)

= −mh

lτ

(
mk

l2

)n−2 ∫ 2π

0

[
1 + e cos(ψ − ψ ′)

]n−2
dψ, (12.45′)

where r has been expressed in terms of ψ through the orbit equation, Eq. (3.56)
(with ψ used in place of θ ). In general, only terms involving even powers of the
eccentricity e will give nonvanishing contributions to the integral. The derivative
with respect to l also involves e and its powers, since, by Eq. (10.159), e is a
function only of J2 and J3.

Two special cases are of particular interest. One occurs when n = 2, mentioned
briefly at the start of this illustration. The average perturbation Hamiltonian is then
simply

�H = −2πmh

lτ
,

and the secular precession rate is

ω̇ = 2πmh

l2τ
, (12.46)

which agrees with Exercise 21 of Chapter 3.
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The other case of interest is for n = 3 (a perturbation potential of 1/r3), for
which Eq. (12.45′) reduces to

�H = −2πm2hk

l3τ

and

ω̇ = 6πm2hk

l4τ
. (12.47)

What makes this choice of n of particular significance is that general relativity
theory predicts a correction to Newtonian motion that can be construed as an
r−3 potential. The so-called Schwarzschild spherically symmetric solution of the
Einstein field equations corresponds for weak fields to an additional Hamiltonian
term in the Kepler problem of the form of Eq. (12.41), with n = 3 and

h = kl2

m2c2
, (12.48)

so that Eq. (12.47) becomes

ω̇ = 6πk2

τ l2c2
. (12.49)

To apply Eq. (12.49) to the secular precession rate for the precession of a body
revolving around the Sun, k is set equal to G Mm and Eq. (3.63), valid for the
unperturbed ellipse, is used

l2 = mka(1 − e2). (12.50)

Equation (12.49) can then be put in the form

ω̇ = 6π

τ(1 − e2)

(
R

a

)
, (12.51)

where R is the so-called gravitational radius of the Sun is

R = G M

c2
= 1.4766 km. (12.52)

For the planet Mercury, τ = 0.2409 sidereal years, e = 0.2056, and a =
5.790 × 107 km; Eq. (12.51) then predicts a precession of the perihelion of
Mercury arising from general relativity at an average rate of

ω̇ = 42.98′′/century.
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The observed secular precession of the perihelion of Mercury is over 100 times
larger than this value, namely 5599.74± 0.41′′/century. Most of this is due to the
precession of the equinoxes, of the remainder, about 531.54′′/century arises from
perturbations of the orbit of Mercury by other planets. Only after these two sets of
effects are subtracted from the observed precession does the small general relativ-
ity effect of approximately 43′′/century become visible. The currently accepted
observational value is stated to be 43.1′′ ± 0.5′′/century; the deviation from the
theoretical prediction is not considered significant.

One point remains to be made. In the application to relativistic effects, the
constant h, Eq. (12.48), is a function of the value of l. It might be asked therefore
that in finding ω̇, why doesn’t the derivative with respect to l act also on h? The
key here is that h is not functionally dependent on l as a canonical momentum,
Equation (12.48) says only how the value of the constant h is determined in terms
of the value of the orbit parameter l. In other words, the perturbation potential is
a function of the dynamical variables only through r ; it is not to be construed as
velocity dependent.

C. Precession of the equinoxes and of satellite orbits. The family of problems to
be considered here was discussed previously in Section 5.8, which bears the same
title. We wish to describe the relative motion of two bodies interacting through
their gravitational attraction, one a spherically symmetric or point body, the other
being slightly oblate with a resultant gravitational quadrupole moment. The effect
of the slight oblate shape of Earth is physically that the torques exerted by the
Sun and Moon on the equatorial bulge cause Earth’s rotation axis to precess very
slowly. Reciprocally, the effect on an object orbiting around Earth, such as the
Moon or an artificial satellite, is to cause the plane of the orbit to precess about
the figure axis of Earth. The small magnitude of the gravitational quadrupole term,
manifested by the very slow rate of precession, suggests that a perturbation treat-
ment should be an extremely good approximation. We shall actually examine here
only the case of the perturbation of a satellite’s orbit; the reciprocal phenomenon
of the precession of the equinoxes proceeds very similarly (though with different
notation) from the same perturbation Hamiltonian, and will be left for the exer-
cises.

Since the emphasis here will be on a point satellite moving about a much more
massive Earth, the notation of Section (5.8) will be reversed here and m used
to denote the mass of the satellite while M stands for Earth’s mass. The total
potential acting on the satellite, by Eq. (5.88), is then

V = −k

r
+ k

M

(I3 − I1)

r3
P2(γ ), (12.53)

where k = G Mm, P2(γ ) is the second-order Legendre polynomial, and γ is the
cosine of the angle θ between the radius vector to the satellite and Earth’s figure
axis. For the perturbation Hamiltonian, we therefore have

�H = k
I3 − I1

2Mr3
(3 cos2 θ − 1). (12.54)
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The polar angle θ can be expressed in terms of the inclination angle of the orbit,
i , and the angle of the radius vector in the orbital plane relative to the periapsis,
ψ , (the so-called true anomaly) by the relation*

cos θ = sin i sin(ψ + ω), (12.55)

where ω is the argument of the periapsis. A small amount of manipulation enables
us to rewrite the angular dependence of �H as

3 cos2 θ − 1 = ( 1
2 − 3

2 cos2 i)− 3
2 sin2 i cos 2(ψ + ω). (12.56)

Now, because of the small size of the perturbation, the chief interest is in the
cumulative effects of the secular portion. Thus, the precession of the orbital plane
shows up as a secular change in �, the angle of the line of nodes (or longitude of
the ascending node). By the same argument used in the previous illustration we
can obtain the secular effects by averaging �H prior to taking derivatives:

�H ≡ 1

τ

∫ τ

0
�H dt = m

lτ

∫ 2π

0
r2�H dψ

= m2k2(I3 − I1)

2Ml3τ

∫ 2π

0
(1 + e cosψ)(3 cos2 θ − 1) dψ. (12.57)

The term in cos 2(ψ + ω) in Eq. (12.56) gives zero contribution to the integral
because it is orthogonal, in the interval of integration, to both l and cosψ . Hence
the averaged perturbation Hamiltonian is

�H = πm2k2(I3 − I1)

2Ml3τ
(1 − 3 cos2 i). (12.58)

In view of Eqs. (10.157) and (10.165) linking � and i with the action-angle vari-

ables, the first-order perturbation value for �̇ is to be found from

�̇ = 2πẇ1 = 2π
∂�H

∂ J1
= 1

l

∂�H

∂ cos i

or

�̇ = −3πm2k2(I3 − I1) cos i

Ml4τ
.

*Equation (12.55) can be obtained in many ways, for example, by matrix rotation of the plane of
the orbit into the xy plane. It is given, most simply perhaps, by some old-fashioned trigonometric
reasoning based on Fig. 10.7. As O B = 1, BC = cos θ , but AB = sin(ψ + ω) and therefore BC is
also sin i sin(ψ + ω).
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Finally, using Eq. (12.50), the average fractional change in � per unperturbed
revolution is

�̇τ

2π
= −3

2

I3 − I1

Ma2

cos i

(1 − e2)2
, (12.59)

which is the appropriate generalization of Eq. (5.96) to an elliptic satellite orbit.
Once the average perturbation Hamiltonian is known, the effect of the pertur-

bation on other average parameters of the orbit can be found. Thus, the secular
precession of the periapsis in the plane of the orbit is immediately given by

ω̇ = 2πẇ2 = 2π
∂�H

∂ J2
= ∂�H

∂l
.

The canonical variable J2 occurs in �H as given by Eq. (12.58) in two forms: in
the l3 term in the denominator and in the term containing cos i = J1/J2. Upon
carrying out the derivative, it is found that

ω̇τ

2π
= 3

4

I3 − I1

Ma2(1 − e2)
(5 cos2 i − 1). (12.60)

The maximum value of ω̇ is thus about the same as that of �̇, but the dependence
upon i is quite different. At critical inclinations of 63◦26′ and 116◦34′, the pre-
cession of the periapsis vanishes (at least to first order) and changes sign above
and below these points. It is clear that, to first order, there is no secular change
in either a or e, since �H does not contain the constant parts of any of the angle
variables. The shape and size of the osculating ellipse, when averaged over the
orbital period, thus does not change with time.

It may be noted from the last two illustrations that the general relativity cor-
rection and the gravitational quadrupole field both give rise to a precession of the
periapsis of an orbiting body. The former is believed to be the more dominant
factor contributing to the observed precession of the perihelion of Mercury, since
the measured quadrupole component of the Sun’s mass is too small.

12.4 TIME-INDEPENDENT PERTURBATION THEORY

Consider conservative periodic separable systems of arbitrary number of degrees
of freedom with a perturbation parameter ε. For the unperturbed problem, we as-
sume a set of action-angle variables (J0i , w0i ) such that the unperturbed Hamil-
tonian, H0, is a function only of the action variables J0i , and correspondingly, the
w0i are then linear functions of time. In the notation of Eq. (10.110′), the relation
between, say, qk and the w0i can be written compactly as

qk =
∑

j

A(k)j (J0)e
2π ij·w0 , (12.61)

where j, w0, and J0 are n-dimensional vectors of the integer indices, angle vari-
ables, and action variables, respectively.
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In the perturbed system, (w0, J0) remain a valid canonical set of variables.
When expressed in terms of the set (w0, J0), the perturbed Hamiltonian can be
expanded in powers of a small perturbation parameter ε:

H(w0, J0, ε) = H0(J0)+ εH1(w0, J0)+ ε2 H2(w0, J0)+ · · · . (12.62)

We seek a canonical transformation from (w0, J0) to a new set (w, J), such that
the J are all constants and the w therefore linear functions of time. In this set, H
is a function only of J (and ε) and, in its functional form with respect to J, will be
written as

α(J, ε) = α0(J)+ εα1(J)+ ε2α2(J)+ · · · . (12.63)

To obtain the perturbed frequencies through a given order in ε, it suffices to find
the appropriate functions α0, α1, . . . , for then the vector representing the frequen-
cies is

n = n0 + ε ∂α1

∂J
+ ε2

∂α2

∂J
+ · · · . (12.64)

The generator of the canonical transformation from (w0, J0) to (w, J) is
Y (w0, J, ε), with a corresponding expansion in ε:

Y (w0, J, ε) = w0 ? J + εY1(w0, J)+ ε2Y2(w0, J)+ · · · . (12.65)

We seek to find Y as the solution of the appropriate Hamilton–Jacobi equation:

H

(
w0,

∂Y

∂w0
, ε

)
= α(J, ε). (12.66)

As before, the terms in a to a given order in ε are found by expanding both sides in
powers of ε and collecting coefficients of the same order on both sides. We shall
illustrate the process for a second-order calculation, where the Hamilton–Jacobi
equation reduces to

H0

(
∂Y

∂w0

)
+εH1

(
w0,

∂Y

∂w0

)
+ε2 H2

(
w0,

∂Y

∂w0

)
= α0(J)+εα1(J)+ε2α2(J).

(12.67)
Each of the terms on the left are functions of ε through the derivative of Y :

J0 = ∂Y

∂w0
= J + ε ∂Y1

∂w0
+ ε2 ∂Y2

∂w0
. (12.68)

We again expand the terms Hi in a Taylor series around J0 = J, retaining terms
of order ε2 in H0 and of order ε in Hi , with J0 replaced directly by J in H2. The
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expansions for H0 and H1, in matrix notation, are then

H0

(
∂Y

∂w0

)
= H0(J)+

(
ε
∂Y1

∂w0
+ ε2 ∂Y2

∂w0

)
∂H0

∂J

+ 1

2

(
ε
∂Y1

∂w0

)
∂2 H0

∂J∂J

(
ε
∂Y1

∂w0

)
, (12.69)

H1

(
w0,

∂Y

∂w0

)
= H1(w0, J)+ ε ∂Y1

∂w0

∂H1

∂J
. (12.70)

Collecting powers of ε in Eq. (12.67) then leads to the following expressions for
the first three terms in α:

α0 = H0(J), (12.71a)

α1 = v0
∂Y1

∂w0
+ H1(w0, J), (12.71b)

α2 = v0
∂Y2

∂w0
+�2(w0, J), (12.71c)

where

�2(w0, J) = H2(w0, J)+ ∂Y1

∂w0

∂H1

∂J
+ 1

2

∂Y1

∂w0

∂2 H0

∂J ∂J
∂Y1

∂w0
. (12.72)

Again, the equation of transformation linking w and w0 is given by

w = ∂Y

∂J
= w0 + ε ∂Y1

∂J
+ ε2 ∂Y2

∂J
+ · · · . (12.73)

In order for the (q, p) set to be periodic in both w0 and w with period 1, all of the
Yk terms must be periodic functions of w0, that is, of the form

Yk(w0, J) =
∑

j

B(k)j (J)e2π ij·w0 . (12.74)

Hence, all derivatives of Yk with respect to w0 have no constant term, and the
first terms on the right of Eqs. (12.71b,c) do not contribute to the J dependence.
Equations (12.71) can therefore also be written as

α0(J) = H0(J), (12.75a)

α1(J) = H1(w0, J), (12.75b)

α2(J) = �2(w0, J), (12.75c)

where the bar denotes an average over the periods of all w0. We can conveniently
express all of Eqs. (12.75) in a common format by

αi (J) = �i (w0, J), (12.75′)
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where �0 = H0 and �1 = H1. In addition, Eqs. (12.71) have counterparts
periodic in w0 with zero mean:

n0
∂Yi

∂w0
= �i −�i . (12.76)

Note that in second-order perturbation the terms in Y1 do not necessarily vanish
in the mean. It is true that the derivatives of Y1 themselves have zero mean, but
they are multiplied by other functions that will be periodic in w0, and there is
no guarantee that the average of the product vanishes. Hence, to find the second-
order correction to the frequencies, we need to know the first-order canonical
transformation. (Analogously in quantum mechanics, a second-order eigenvalue
involves first-order corrections of the wave function.) In principle, the coefficients
B(1)J defining Y1 through Eq. (12.74) can be found directly from Eq. (12.76) for
i = 1. Subtraction of the average means that H1 − H1 can be expanded in a
Fourier series analogous to Eqs. (12.61) or (12.74) but without any constant term:

H1 − H1 =
∑
j�=0

Cj(J)e2π ij·w0 . (12.77)

Using the derivative of Y1 in Eq. (12.76) with respect to one of the w0, say w0k ,
will bring down a factor 2π i jk . Hence, the matrix product on the left-hand side of
Eq. (12.76) can be written

n0
∂Y1

∂w0
=
∑
j�=0

B(1)j (J)2π i(j ? n0)e
2π ij·w0 . (12.78)

From Eqs. (12.76) and (12.77), the coefficients in the series for Y1 can be obtained
as

B(1)j (J) = Cj(J)
2π i(j ? n0)

, j �= 0. (12.79)

It is true the constant terms in Y1 are not determined in this way, but it is only the
derivatives of Y1 that enter into the expressions for αi and these do not involve the
constant terms (cf. Eqs (12.71)).

While we have carried out the procedure in detail only for second-order per-
turbation, it is easy to see that the general form of the higher-order calculations
must be similar; only the details of the algebra will be more complex. For the i th
order perturbation, we will again be able to write αi in the form

αi (J) = v0
∂Yi

∂w0
+�i (w0, J). (12.71d)

The first term on the right will come from the first-derivative term in the Taylor
expansion of H(J0) about J0 = J, where all terms in the difference J0 − J are
kept through order εi . Only in this term will Yi appear; hence,�i can contain only
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the generators Yk for order less than i . By virtue of the arguments already used
for first- and second-order perturbations, the first term on the right in the previous
equation (12.71d) has zero mean when averaged over complete cycles in w0, and
hence, Eqs. (12.75) and (12.76) are valid in all orders. Of course, for i > 2, �i

becomes increasingly more complicated than Eq. (12.72), but it always contains
only such functions as have already been found in lower order calculations. Thus,
step by step, we could in principle work up to any order perturbation.

There are practical problems in such a series of calculations of course, but the
most serious and obvious conceptual difficulty occurs if the unperturbed system
is degenerate. As we see from Eq. (10.122), the existence of a degeneracy means
there will be at least one vector of indices j such that j ? n0 = 0. The corresponding
coefficient B(1)j in the Fourier series for Y1 will therefore, by Eq. (12.79), blow up.
Indeed, something similar takes place even when the unperturbed system is not
degenerate. Even if the frequencies are not exactly equal, as we go to higher and
higher values of the integer indices in j, eventually there will be found a vector j
for which j ? n0 is very small even if not zero, and the corresponding coefficients
B become very large (the so-called problem of “small divisors”).* This crudely
qualitative observation is the basis of the elegant proof by Poincaré at the end of
the last century that the Fourier series for Y1, and therefore for the motion, are
only semiconvergent. Nonetheless, the series can be truncated at some reasonable
values of the indices and still give extremely precise results, at least for times that
are not too long.

We shall discuss later what can be done in the presence of degeneracy, but at
this point it may be well to illustrate a second-order calculation with a specific
example of a system with one degree of freedom.

Consider a one-dimensional anharmonic oscillator, that is, one with a q3 term
in the potential energy. The Hamiltonian can be written as

H = 1

2m

[
p2 + m2ω2

0q2
(

1 + ε q

q0

)]
, (12.80)

where ω0 is the unperturbed angular frequency:

ω0 = 2πν0 = 2π

√
k

m
,

q0 is a reference amplitude that can be left unspecified for the moment, and ε is a
small dimensionless parameter. Taken as an expansion in powers of ε, H consists
of the terms

H0 = 1

2m
(p2 + m2ω2

0q2), (12.81a)

*Similar phenomena, it will be recalled, are found in quantum mechanics, where degeneracy means
that there are several states with the same energy E . Denominators of the form Ei − E j will then
vanish, or become small even if there is no exact degeneracy.
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H1 = mω2
0q3

2q0
, (12.81b)

and
(12.81c)

Hi = 0, i ≥ 2. (12.81d)

Using the unperturbed action-angle variables (J0, w0) as canonical variables the
nonvanishing parts of H can, by Eqs. (10.96) and (10.97), be written as

H0 = J0ν0 (12.82a)

and

H1 = mω2
0

2q0

(
J0

πmω0

)3/2

sin3 2πw0. (12.82b)

The recipes of Eqs. (12.75a,b) then give as the lowest two terms in α(J )

α0(J ) = Hν0; α1(J ) = 0.

To obtain the second-order term α2(J ), we note that since H0 is linear in J , and
H2 vanishes, then �2 (cf. Eq. (12.72)) reduces to

�2 = ∂Y1

∂w0

∂H1

∂ J
.

But the vanishing of H1 means that Eq. (12.76) for i = 1 has the simple form

∂Y1

∂w0
= − H1

ν0
.

Combining these two results leads to

�2 = − 1

2ν0

∂H2
1

∂ J
. (12.83)

Now from Eq. (12.82b),

H2
1 (w0, J ) = ν0 J 3

2π2mq2
0

sin6 2πw0,

leading to

�2(w0, J ) = − 3J 2

4π2mq2
0

sin6 2πw0. (12.84)
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Since the average of sin6 over one period is 15
48 , α2(J ) is simply

α2(J ) = − 15J 2

64π2mq2
0 ,

(12.85)

and to second order in ε the perturbed frequency is

ν = ∂α

∂ J
= ν0 − ε2 15J

32π2mq2
0

. (12.86)

It is convenient to use for q0 the maximum amplitude the oscillator would have
for the given energy in its unperturbed form, so that to lowest order

mω2
0q2

0

2
= E,

or, since E = Jω0/(2π),

mq2
0 = J

πω0
. (12.87)

In terms of this reference amplitude, Eq. (12.86) is equivalent to saying that the
second-order fractional shift in the frequency is simply

�ν

ν0
= −15

16
ε2. (12.88)

Mention has already been made of the difficulties that appear in perturbation
theory arising out of the existence of degeneracy, for example, the vanishing (or
near vanishing) of j ? n0 in the denominators of Eq. (12.79). Treatment of degen-
eracies in classical perturbation theory is much more complicated than in quantum
mechanics. The mathematics that has been brought to bear on the problem is both
subtle and complicated, and a full exposition would be out of place here. Only
some brief and introductory remarks can be made at this point.

We speak of exact (or “proper”) degeneracy, as in Section 10.7, when the
unperturbed frequencies n0 are such that there are one or more sets of integers
j for which j ? n0 = 0. As has been pointed out in Section 10.7, we can then
transform to a new set of variables (J0, w0) for which the degeneracies appear
as zero frequencies and the remaining nonzero unperturbed frequencies are not
degenerate. The effect of the perturbation is to lift the degeneracy so that the
corresponding frequencies are not exactly zero but have small values. In conse-
quence, there appear in the solution terms that have small frequencies, that is, long
periods. The corresponding angle variables are known as “slow” variables, in con-
trast to the angle variables with nondegenerate frequencies, which are therefore
called the “fast” variables. Long-period terms may appear as secular terms over
restricted time intervals; for example, sin 2πνt can be taken as a linear function
of t so long as νt � 1.

When there is exact degeneracy, a transformation is first made to the (w0, J0)
set. The unperturbed Hamiltonian will be a function only of the nondegenerate
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J0 variables; in all other respects Eq. (12.82) still represents the complete Hamil-
tonian. We now carry through the canonical transformation of the perturbation
calculation, but only for the nonperturbed variables, leaving the degenerate vari-
ables unchanged. The new Hamiltonian, Eq. (12.62), now has the form

α(J, J′0,w′
0, ε) = α0(J)+ εα1(J, J′0, w

′
0)+ ε2α2(J, J′0,w′

0)+ · · · .

Here w′
0 stands for the m (degenerate) variables that in the unperturbed problem

have zero values and J′0 for their conjugate momenta. The transformed nondegen-
erate momenta are represented by J. The result of the canonical transformation
is thus to eliminate the “fast” variables, but to leave in terms with the “slow”
variables. Note that since α is cyclic in w, the transformed J momenta are true
constants of the motion, and α(J, J′0,w′

0, ε) can be considered as a Hamiltonian
of a system with m degrees of freedom. Further, since α0(J) is a constant, inde-
pendent of the remaining variables, it doesn’t matter for the equations of motion
of (J′0,w′

0) and can be dropped from α. Thus, the new effective Hamiltonian is
now of order ε; in effect, the “unperturbed Hamiltonian” is εα1(J, J′0,w′

0), and in
this unperturbed problemw′

0 no longer consists of zero values. If there is only one
degeneracy condition, the effective problem is of only one degree of freedom and
is in principle immediately integrable. With more degeneracy conditions, we can
seek a second canonical transformation to eliminate the “slow” variable terms just
as was done for the “fast” variables. In practice, the procedure obviously becomes
quite complicated.

It has already been pointed out, in connection with Eq. (12.79), that even with
nondegenerate frequencies, small values of the divisor j ? n0 will inevitably occur
as the indices j become larger and larger. This phenomenon is referred to as
resonance, implying that the amplitude of some particular term in the Fourier
expansions becomes very large. It would seem therefore that the problems of
degeneracy will always be with us, no matter what the unperturbed frequencies
are! The situation is not all as bad as that, in part because of the nature of the
perturbation Hamiltonians encountered in practice. From Eq. (12.79), it will be
noted that what counts is not so much the value of j ? n0 as the ratio

Cj

j ? n0
,

where Cj is the Fourier series expansion of the perturbation Hamiltonian H1, cf.
Eq. (12.77). It turns out that in celestial mechanics, at least, most perturbation
Hamiltonians have what is called the D’Alembert characteristic. While the formal
mathematical definition of the property is complicated, what it says, roughly, is
that when the values of the integers in the j indices are larger than the exponent of
ε in the Hamiltonian, the magnitudes of Cj fall rapidly (generally exponentially)
with increasing values of the indices. The ratios in Eq. (12.79) then do not become
too large, and the expansion process actually can be proved to converge when the
frequencies ν0 are incommensurate.
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Resonant behavior in the presence of the D’Alembert characteristic, or gener-
ally when Cj/(j ? n0) < O(ε1/2), is described as a shallow resonance. In princi-
ple, at least, shallow resonances may not upset the perturbation expansion process
and can be tolerated without introducing new methods. There are situations where
the ratio Cj/(j ? n0) becomes large, at least larger than order ε1/2, and these are
referred to as deep resonances. Special methods have to be devised to handle deep
resonances, such as the so-called Bohlin expansion in powers of ε1/2 rather than
in powers of ε.

12.5 ADIABATIC INVARIANTS

At the first Solvay Conference in 1911, which grappled with the problems of in-
troducing quantum notions into physics, a deceptively simple problem in classical
mechanics was raised. Consider a bob on a string oscillating as a plane pendulum,
with the string passing through a small hole in the ceiling. Now imagine that the
string is either pulled up or let down slowly, so slowly that there is little change
in the length of the pendulum during one period of oscillation. What happens to
the frequency of oscillation during this process? Note that the energy of the pen-
dulum is not conserved, for work is done on the system (or extracted from it) as
the length of the string is altered. By elementary means it was demonstrated that
for very slow change of the ratio E/ν would be constant. It will be recognized
that this ratio is precisely the action variable J . The adiabatic invariance of the
action variables under slow change of parameters was a very satisfying property to
physicists developing quantum mechanics. For simplicity, we shall examine only
periodic systems with one degree of freedom, although the extension to many
degrees of freedom normally is not difficult in the absence of degeneracy. We
consider a system that initially has no dependence on the time, and that involves
a parameter a. Implicit in the method is a picture of the system as initially con-
servative with a constant. Time dependence of a is then “switched on,” and a
varies slowly over a long time, eventually reaching a constant value. When a is
constant, the motion is periodic, and the slow change in the parameter does not
alter the periodic nature of the motion. Although the changes in the motion are
small in any one period, over a long interval of time the properties of the motion
can accumulate large quantitative changes. The switching on of the time depen-
dence is thus in the nature of a small perturbation, and we are looking for secular
changes in the motion.

When the parameter a is constant, the system will be described by action-angle
variables (J0, w0) such that the Hamiltonian is H = H(J0, a). It will be useful
to consider these variables as derived from an original canonical set (q, p) via
an F1 generating function W ∗(q, w0, a). The usual Hamilton–Jacobi equation of
course leads to an F2 generating function of the form W (q, J0, a), but these two
generating functions are normally connected by a Legendre transformation (cf.
Eq. (9.19)):

W ∗(q, w0, a) = W (q, J0, a)− J0w0. (12.89)
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When a is allowed to vary with time, (w0, J0) of course remain as valid canonical
variables, but the generating function is now an explicit function of time through
the time dependence of a. Hence, the appropriate Hamiltonian for the (w0, J ) set
is now

K (ω0, J0, a) = H(J0, a)+ ∂W ∗

∂t

= H(J0, a)+ ȧ
∂W ∗

∂a
. (12.90)

Since J0 is no longer a constant and w0 does not vary linearly with time, the
second term in the Hamiltonian is a perturbation. The time dependence of J0 is
governed by the equation of motion

J̇0 = − ∂K

∂w0
= −ȧ

∂

∂w0

(
∂W ∗

∂a

)
, (12.91)

where of course the derivative in parenthesis is expressed, as is K , in terms of
J0, w0, and a. In the spirit of a first-order perturbation theory, we look for a
secular term, the average of J̇0 over the period of the unperturbed motion for the
appropriate a. Since a varies slowly, a can be taken as constant during this time
interval, and the average can be written as

J̇0 = −1

τ

∫
τ

ȧ
∂

∂w0

(
∂W ∗

∂a

)
dt

= − ȧ

τ

∫
τ

∂

∂w0

(
∂W ∗

∂a

)
dt + O

(
ȧ2, ä

)
. (12.92)

It will be remembered from Eq. (10.17) that W is given by the indefinite integral

W =
∫

p dq.

In one period of w0, the generating function, W , therefore increases by J0. At
the same time, J0w0 also increases by J0, since w0 increases by unity. Hence, by
Eq. (12.89), W ∗ is a periodic function of w0, and both it and the derivative with
respect to a can be expressed as a Fourier series:

∂W ∗

∂a
=
∑

k

Ak(J0, a)e2π ikw0 . (12.93)

The average, J̇0, therefore has the form

J̇0 = − ȧ

τ

∫
τ

∑
k �=0

2π ik Ak(J0, a)e2πikw0 dt + O
(
ȧ2, ä

)
.



“M12 Goldstein ISBN C12” — 2011/2/15 — page 551 — #26

12.5 Adiabatic Invariants 551

Since the integrand has no constant term, the integral vanishes,

J̇0 = 0 + O(ȧ2, ä), (12.94)

and J̇0 has no secular variation to first order in ȧ, proving the desired property of
adiabatic invariance.

Let us see how this derivation would work in detail for the problem of the
harmonic oscillator:

H = 1

2m
(p2 + m2ω2q2),

where ω may be an explicit function of time. The equations of the canonical
transformation from the (q, p) set to the (J0, w0) set are given by Eqs. (10.21)
and (10.97), which can be written so as to facilitate the evaluation of W ∗:

J0 = πmωq2 csc2 2πw0 = −∂W ∗

∂w0
,

(12.95)

p = mωq cot 2πw0 = ∂W ∗

∂q
.

To within constant (and therefore irrelevant) terms, W ∗ is found by integration of
Eqs. (12.95) to be

W ∗(q, w0, ω) = mωq2

2
cot 2πw0. (12.96)

The derivative with respect to ω is

∂W ∗

∂ω
= mq2

2
cot 2πw0,

or, using Eq. (10.96) as a function of w0, J0, and ω,

∂W ∗

∂ω
= J0

4πω
sin 4πw0. (12.97)

Thus, J̇0 is given by the one-term Fourier expansion

J̇0 = − ω̇
ω

J0 cos 4πw0, (12.98)

which, as predicted, has no constant term. So far, Eq. (12.98) is rigorous. Similarly
the rigorous connection between w0 and time is determined by the w0 equation
of motion

ẇ0 = ∂K

∂ J0
= ∂H

∂ J0
+ ω̇ ∂

∂ J0

(
∂W ∗

∂ω

)
= ω

2π
+ ω̇

4πω
sin 4πw0. (12.99)



“M12 Goldstein ISBN C12” — 2011/2/15 — page 552 — #27

552 Chapter 12 Canonical Perturbation Theory

In order to calculate an average of J̇0 over a period, including at least the first
correction term, we begin to make approximations. First we shall assume that over
a particular period of the perturbed motion the ratio

ω̇

ω
≡ ε (12.100)

is a constant, and one such that εt ≤ 1. Equation (12.100) corresponds to a
variation

ω = ω0eεt ≈ ω0(1 + εt), (12.101)

where t is measured from the start of the period interval, at which timeω(0) = ω0.
Equation (12.99) now looks like

ẇ0 = ω

2π
+ ε

4π
sin 4πw0. (12.99′)

The zeroth-order solution is

2πw(0)0 = ω0t,

where the constant term has been set zero by suitable choice of the initial phase.
To first order in ε, Eq. (12.99′) becomes

ẇ
(1)
0 = ω0(1 + εt)

2π
+ ε

4π
sin 2ω0t, (12.102)

with the solution

2πw(1)0 = ω0t + ε

2

(
ω0t2 + 1 − cos 2ω0t

2ω0

)
. (12.103)

Correspondingly the equation for J̇0 correct to second order in ε can be written
as

d ln J0

dt
= −ε cos

[
2ω0t + ε

(
ω0t2 + 1 − cos 2ω0t

2ω0

)]
.

Expanding the cosine, treating the term in ε as a small quantity to first order, the
derivative reduces to

d ln J0

dt
= −ε cos 2ω0t + ε2

(
ω0t2 + 1 − cos 2ω0t

2ω0

)
sin 2ω0t.

To find the secular behavior, this equation can be averaged over the period of the
motion as it is at t = 0, that is, over an interval τ = 2π/ω0. In the averaging,
almost all terms on the right drop out, except the first inside the parentheses,
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involving t2. The final result is

d ln J

dt
= πε2

ω0
= ω0δ

2

4π
, (12.104)

where δ = ετ , that is, fractional change in ω over the period τ . Correspondingly,
the fractional secular change in J over the period is

�J

J
= δ2

2
. (12.105)

As expected from the more general considerations, the secular change in the
action variable has no term in first order in ε. Only by retaining quantities of
the order ε2 = (ω̇/ω)2 do we find any nonvanishing long-term change in J .

The adiabatic invariance of the action variables has proven to be especially
useful in applications involving the motion of charged particles in electromag-
netic fields. One of the simplest instances, and one with important practical con-
sequences, concerns the motion of electrons in a uniform (or nearly uniform)
constant magnetic field. As is well known, the charged particle in such a situation
circles around the magnetic field lines. At the most basic level, this can be shown
from Newton’s equations of motion. The Lorentz force in a constant magnetic
field B is (v3 qB); hence, the equation of motion, Eq. (1.4), is

dv
dt

= v3
qB
m
. (12.106)

Equation (12.106) says the velocity vector v rotates, without change of magnitude,
about the direction of the magnetic field, with an angular frequency

ωc = −q B

m
. (12.107)

The frequency, called the cyclotron frequency, has a value twice the Larmor
frequency of Eq. (5.104) (cf. Eq. (7.154)).

An equivalent derivation can be formulated in terms of Lagrangian mechanics.
It was shown, in Section 5.9, that the Lagrangian in this case can be written as

L = mv2

2
+ M ?B, (12.108)

where M is magnetic moment of the moving particle defined in terms of its angu-
lar momentum L by

M = qL
2m
. (12.109)
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(Cf. Eq. (5.108).) In cylindrical coordinates with the z axis along the direction of
B, the component of M parallel to B is

Mz = qr2θ̇

2
, (12.110)

and the Lagrangian is

L = m

2
(ṙ2 + r2θ̇2 + ż2)+ q

2
Br2θ̇ . (12.111)

Since θ is cyclic in the Lagrangian, the corresponding canonical momentum pθ ,

pθ = mr2θ̇ + q Br2

2
, (12.112)

is a constant of the motion. Further, the radial equation of motion is

mr̈ − r θ̇ (mθ̇ + q B) = 0. (12.113)

A steady-motion solution to Eqs. (12.112) and (12.113) corresponds to r and θ̇
constant, with θ̇ having the cyclotron value

θ̇ = ωc ≡ −q B

m
, (12.114)

in agreement with Eq. (12.107). In this case, pθ = −(q Br2/2) and the action
variable corresponding to θ is

Jθ =
∮

pθ dθ = −πq Br2. (12.115)

By (12.110), we can write

qr2 = 2M

ωc

(as Mz is equal to M for this motion), and therefore Jθ can also be written as

Jθ = −2πM B

ωc
= 2πm

q
M. (12.116)

The adiabatic invariance theorem implies that under sufficiently slow variation of
the magnetic field Jθ remains constant. Equation (12.116) says that the magnetic
moment is similarly invariant adiabatically. An alternative statement, on the basis
of Eq. (12.115), is that B times the area πr2 of the orbit (that is, the number of
lines of force threading through the orbit) remains constant.

An adiabatic variation of B might arise if the magnetic field configuration
remained static but was slightly nonuniform. If then the particle had a small z
component of velocity, the resultant drift would move the particle slowly into
regions of different B values. From Eqs. (12.114), (12.115), and (12.116), it
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follows simply that the kinetic energy of motion around the lines of B is

T(θ) = mr2θ̇2

2
= M B. (12.117)

Suppose a charged particle drifts in the direction of increasing B; by Eq. (12.117),
the kinetic energy of rotation increases. As the total kinetic energy is conserved,
the kinetic energy of longitudinal drift mż2/2 along the lines of force must
decrease. Eventually, the drift velocity ż goes to zero and the motion reverses in
direction. If it can be arranged that B eventually increases in the other direction,
the charged particle will remain confined, drifting back and forth between the
two ends—the principle of the so-called mirror confinement. The mirror principle
is used to contain hot plasmas for thermonuclear energy generation. The com-
plete story is of course more complicated, but the significance of the adiabatic
invariance of M is clearly demonstrated.

We have seen that almost all phenomena of small oscillations about steady-
state or steady motion can be described in terms of harmonic oscillators. In con-
sequence, there is a good deal of practical interest in questions of the invariance of
J for a harmonic oscillator under slow, and not so slow, variations of a parameter.
The study of oscillations in charged particle accelerators, for example, has led to
a number of new insights.

It has been possible to sketch here only the highlights of the subject of adia-
batic invariants. The ramifications of the field go into many areas of classical and
quantum physics and of mathematics.

EXERCISES

1. By the method of time-dependent perturbation theory, carry the solution for the lin-
ear harmonic oscillator (in which the potential is considered a perturbation on the
free particle motion) out through third-order terms, assuming the initial condition
β0 = 0. Find expressions for both x and p as functions of time and show that
they agree with the corresponding terms in the expansion of the usual harmonic
solutions.

2. A mass point m hangs at one end of a vertically hung Hooke’s-law spring of force
constant k. The other end of the spring is oscillated up and down according to z1 =
a cosω1t . By treating a as a small quantity, obtain a first-order solution to the mo-
tion of m in time, using time dependent perturbation theory. What happens as ω1
approaches the unperturbed frequency ω0?

3. (a) A linear harmonic oscillator of force constant k has its mass suddenly increased
by a fractional amount ε. Use first-order time-independent perturbation theory,
to find the resultant shift in the frequency of the oscillator to first order in ε.
Compare your results with the exact solution and discuss.

(b) Repeat part (a), for the effect of increasing k by a fractional amount ε.

4. Carry out a consistent second-order perturbation calculation (using whichever method
you choose) of the correction to the frequency of a plane pendulum as the result of a
finite amplitude of oscillation. All terms of order λ2 should be retained in the Hamil-
tonian and in the perturbation treatment.
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5. A mass particle is constrained to move in a horizontal straight line and is attached to
the ends of two ideal springs of equal force constants, as shown in the diagram. The
unstretched length of each spring is b ≤ a. Use perturbation theory to first-order to
find the lowest order correction to the frequency of oscillation for finite amplitude of
oscillation. What happens as a approaches b in magnitude?

6. (a) Show that to lowest order in correction terms the relativistic (but noncovariant)
Hamiltonian for the one-dimensional harmonic oscillator has the form

H = 1

2m
(p2 + m2ω2q2)− 1

8

p4

m3c2
.

(b) Use first-order perturbation theory to calculate the lowest-order relativistic correc-
tion to the frequency of the harmonic oscillator. Express your result as a fractional
change in the frequency.

7. A plane isotropic harmonic oscillator is perturbed by a change in the Hamiltonian of
the form

εH1 = bp2
x p2

y

where b is a constant. Use first-order time-independent perturbation theory to first
order find the shift in the frequencies.

8. A model of the atomic Stark effect can be made by taking the Kepler elliptic orbit in
a plane and perturbing it by a potential �V = −K x . Use perturbation theory to first
order to determine what happens to the frequencies of motion. This model can also
be used as a first approximation to the effect of the light pressure of solar radiation on
the orbit of an Earth satellite.

9. By considering the work done to alter adiabatically the length l of a plane pendulum,
prove by elementary means the adiabatic invariance of J for the plane pendulum in
the limit of vanishing amplitude.

10. Consider the system described in Exercise 13 of Chapter 10. Suppose the parameter
F is slowly varied from an initial value. What happens to the energy of the particle?
The amplitude of oscillation? The period?
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11. A plane pendulum of small amplitude is constrained to move on an inclined plane, as
shown in the accompanying figure. How does its amplitude change when the inclina-
tion angle α of the plane is changed slowly?
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C H A P T E R

13
Introduction to the Lagrangian
and Hamiltonian Formulations

for Continuous Systems
and Fields

All the formulations of mechanics discussed thus far have been devised for treat-
ing systems with a finite, or at most a denumerably infinite, number of degrees of
freedom. There are some mechanical problems, however, that involve continuous
systems, as, for example, the problem of a vibrating elastic solid. Here each point
of the continuous solid partakes in the oscillations, and the complete motion can
only be described by specifying the position coordinates of all points. It is not
difficult to modify the previous formulations of mechanics so as to handle such
problems. The concepts of field theory can be developed by approximating the
continuous system with a discrete system, solving that problem, and taking the
continuous limit.

13.1 THE TRANSITION FROM A DISCRETE TO A CONTINUOUS SYSTEM

We shall apply this procedure to an infinitely long elastic rod that can undergo
small longitudinal vibrations, that is, oscillatory displacements of the particles of
the rod parallel to the axis of the rod. A system composed of discrete particles that
approximates the continuous rod is an infinite chain of equal mass points spaced
a distance a apart and connected by uniform massless springs having force con-
stants k (cf. Fig. 13.1). It will be assumed that the mass points can move only
along the length of the chain. The discrete system will be recognized as an exten-
sion of the linear polyatomic molecule discussed in Section 6.4. We can therefore

FIGURE 13.1 A discrete system of equal mass points connected by springs, as an
approximation to a continuous elastic rod.

558
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obtain the equations describing the motion by the customary techniques for small
oscillations. Denoting the displacement of the i th particle from its equilibrium
position by ηi , the kinetic energy is

T = 1

2

∑
i

mη̇2
i , (13.1)

where m is the mass of each particle. The corresponding potential energy is the
sum of the potential energies of each spring as the result of being stretched or
compressed from its equilibrium length (cf. Section 6.4):

V = 1

2

∑
i

k(ηi+1 − ηi )
2. (13.2)

Combining Eqs. (13.1) and (13.2), the Lagrangian for the system is

L = T − V = 1

2

∑
i

[mη̇2
i − k(ηi+1 − ηi )

2], (13.3)

which can also be written as

L = 1

2

∑
i

a

[
m

a
η̇2

i − ka

(
ηi+1 − ηi

a

)2
]
=
∑

i

aLi , (13.4)

where a is the equilibrium separation between the points (cf. Fig. 13.1). The
resulting Lagrange equations of motion for the coordinates ηi are

m

a
η̈i − ka

(
ηi+1 − ηi

a2

)
+ ka

(
ηi − ηi−1

a2

)
= 0. (13.5)

The particular form of L in Eq. (13.4), and of the corresponding equations of
motion, has been chosen for convenience in going to the limit of a continuous rod
as a approaches zero. It is clear that m/a reduces to μ, the mass per unit length of
the continuous system, but the limiting value of ka may not be so obvious. For an
elastic rod obeying Hooke’s law, it will be remembered that the extension of the
rod per unit length is directly proportional to the force or tension exerted on the
rod, a relation that can be written as

F = Y ξ,

where ξ is the elongation per unit length and Y is Young’s modulus. Now the
extension of a length a of a discrete system, per unit length, will be ξ = (ηi+1 −
ηi )/a. The force necessary to stretch the spring by this amount is

F = k(ηi+1 − ηi ) = ka

(
ηi+1 − ηi

a

)
,
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so that ka must correspond to the Young’s modulus of the continuous rod. In
going from the discrete to the continuous case, the integer index i identifying the
particular mass point becomes the continuous position coordinate x ; instead of the
discrete variable ηi we have a continuous field variable η(x). Further, the quantity

ηi+1 − ηi

a
= η(x + a)− η(x)

a

occurring in Li obviously approaches the limit

dη

dx
,

as a, playing the role of dx , approaches zero. Finally, the summation over a dis-
crete number of particles becomes an integral over x , the length of the rod, and
the Lagrangian (13.4) appears as

L = 1

2

∫ [
μη̇2 − Y

(
dη

dx

)2
]

dx . (13.6)

In the limit as a → 0, the last two terms in the equation of motion (13.5) become

Lim
a→0

−Y

a

[(
dη

dx

)
x
−
(

dη

dx

)
x−a

]
,

which clearly defines a second derivative of η. Hence, the equation of motion for
the continuous elastic rod is

μ
d2η

dt2
− Y

d2η

dx2
= 0, (13.7)

the familiar wave equation in one dimension with the propagation velocity

v =
√

Y

μ
. (13.8)

Equation (13.8) is the well-known formula for the velocity of longitudinal elastic
waves.

This simple example is sufficient to illustrate the salient features of the tran-
sition from a discrete to a continuous system. The most important fact to grasp
is the role played by the position coordinate x . It is not a generalized coordi-
nate; it serves merely as a continuous index replacing the discrete i . Just as each
value of i corresponds to a different one of the generalized coordinates, ηi , of
the system, so here for each value of x there is a generalized coordinate η(x).
Since η depends also upon the continuous variable t , we should perhaps write
more accurately η(x, t), indicating that x , like t , can be considered as a parameter
entering into the Lagrangian. If the continuous system were three-dimensional,
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rather than one-dimensional as here, the generalized coordinates would be distin-
guished by three continuous indices x , y, z, and would be written as η(x, y, z, t).
Note that the quantities x , y, z, and t are completely independent of each other,
and appear only as explicit variables in η. Derivatives of η with respect to any of
them can therefore always be written as total derivatives without any ambiguity.
Equation (13.6) also shows that the Lagrangian appears as an integral over the
continuous index x ; in the corresponding three-dimensional case the Lagrangian
would have the form

L =
∫ ∫ ∫

L dx dy dz, (13.9)

where L is known as the Lagrangian density. For the longitudinal vibrations of
the continuous rod the Lagrangian density is

L = 1

2

[
μ

(
dη

dt

)2

− Y

(
dη

dx

)2
]
, (13.10)

corresponding to the continuous limit of the quantity Li , appearing in Eq. (13.4).
It is the Lagrangian density, rather than the Lagrangian itself, that will be used to
describe the motion of the system.

13.2 THE LAGRANGIAN FORMULATION FOR CONTINUOUS SYSTEMS

It will be noted from Eq. (13.9) that L for the elastic rod, besides being a function
of η̇ ≡ ∂η/∂t , also involves a spatial derivative of η, namely, ∂η/∂x ; x and t thus
play a similar role as parameters of the Lagrangian density. If there were local
forces present in addition to the nearest neighbor interactions, then L would be a
function of η itself as well as of the spatial gradient of η. Of course, in the general
case L might well be an explicit function of x and t also. So the Lagrangian
density for any one-dimensional continuous system would appear as a function of
the field quantity η in the form

L = L
(
η,

dη

dx
,

dη

dt
, x, t

)
. (13.11)

The total Lagrangian, following Eq. (13.10), is then the integral of L over the
range of x defining the system, and Hamilton’s principle, Eq. (2.2), in the limit of
the continuous system appears as

δ I = δ

∫ 2

1

∫
L dx dt = 0. (13.12)

If Hamilton’s principle for the continuous system is to have any usefulness,
it must be possible to derive the continuous limit of the equation of motion,
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for example, Eq. (13.7), directly by variation of the double integral of L in
Eq. (13.12). We can carry out this variation by methods that differ only slightly
from those used in Chapter 2 for a discrete system. The variation is only on η
and its derivatives; the parameters x and t are not affected by the variation either
directly or in the ranges of integration. Just as the variation of η is taken to be
zero at the end points t1 and t2, so the variation of η at the limits x1 and x2 of
the integration in x is also to be zero. As in Section 2.2, a suitable varied path
of integration in the η space can be obtained, for example, by choosing η from a
one-parameter family of possible η functions:

η(x, t;α) = η(x, t; 0)+ αζ(x, t). (13.13)

Here η(x, t; 0) stands for the correct function that will satisfy Hamilton’s princi-
ple, and ζ is any well-behaved function that vanishes at the end points in t and x .
If I is considered as a function of α, to be an extremum for η(x, t; 0) the derivative
of I with respect to α vanishes at α = 0. By straightforward differentiation,

d I

da
=
∫ t2

t1

∫ x2

x1

dx dt

[
∂L
∂η

∂η

∂α
+ ∂L
∂

dη
dt

∂

∂α

(
dη

dt

)
+ ∂L
∂

dη
dx

∂

∂α

(
dη

dx

)]
. (13.14)

Because the variation of η, that is, αζ , vanishes at the end points, integration by
parts in x and t yields the relations

∫ t2

t1

∂L
∂

dη
dt

∂

∂α

(
dη

dt

)
dt = −

∫ t2

t1

d

dt

(
∂L
∂

dη
dt

)
∂η

∂α
dt,

and

∫ x2

x1

∂L
∂

dη
dx

∂

∂α

(
dη

dx

)
dx = −

∫ x2

x1

d

dx

(
∂L
∂

dη
dx

)
∂η

∂α
dx .

Hamilton’s principle can therefore be written as

∫ t2

t1

∫ x2

x1

dx dt

[
∂L
∂η

− d

dt

(
∂L
∂

dη
dt

)
− d

dx

(
∂L
∂

dη
dx

)](
∂η

∂α

)
0
= 0, (13.15)

and by the same arguments as in Section 2.2 the arbitrary nature of the varied path
implies the vanishing of the expression in the brackets:

d

dt

(
∂L
∂

dη
dt

)
+ d

dx

(
∂L
∂

dη
dx

)
− ∂L
∂η

= 0. (13.16)

The Euler-Lagrange equations (13.16) (cf. Eq. (2.18)) is the appropriate form of
the equation of motion as derived from Hamilton’s principle, Eq. (13.12).
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A system of n discrete degrees of freedom will have n Lagrange equations
of motion; for the continuous system with an infinite number of degrees of free-
dom we seem to obtain only one Lagrange equation! It must be remembered,
however, that the equation of motion for η is a differential equation involving
the time only, and in that sense Eq. (13.15) furnishes a separate equation of
motion for each value of x . The continuous nature of the indices x appears in
that Eq. (13.15) is a partial differential equation in the two variables x and t ,
yielding η as η(x, t).

For the specific instance of longitudinal vibrations in an elastic rod, it is seen
from the form of the Lagrangian density, Eq. (13.10), that

∂L
∂

dη
dt

= μ
dη

dt
,

∂L
∂

dη
dx

= −Y
dη

dx
,

∂L
∂η

= 0.

Thus, as desired, Eq. (13.16), reduces properly to the equation of motion,
Eq. (13.7).

The Lagrangian formulation developed here for one-dimensional continuous
systems needs obviously to be extended to two- and three-dimensional situations,
for example, a general elastic solid. Further, instead of one field quantity η there
may be several; for example, displacement from an equilibrium position would
be described by a spatial vector h with three components. There is no difficulty
in carrying out the mathematical steps for the more general situation in close
parallelism to the one-component one-dimensional case. However, the formulas
become lengthy and cumbersome if written in the same manner, especially in
view of the two tiers of derivatives. Considerable gain in notational simplicity
can be achieved by noticing that time t and the spatial coordinates x, y, z play
the same type of mathematical role in Hamilton’s principle. The field quantities
are functions of the coordinates of both time and space that are to be treated as
independent variables. No variation of the field quantities occurs at the limits of
integration in Hamilton’s principle over both time and space.

It is mathematically convenient to think in terms of a four-dimensional space
with coordinates x0 = ct , x1 = x , x2 = y, x3 = z. No physical significance is
implied for this space. The c in x0 is the speed of light used only to convert the
units of x0 to the same as those used for xi . The entire tensor formalism developed
in Chapter 7 applies. The metric tensor g will have a Euclidean metric with the
Galilean transformation group as the allowed coordinate transformations on the
space components of the metric tensor restricted by gi0 = g0i = 0. A Roman
letter superscript refers only to the three coordinates of the physical space, a Greek
letter superscript or subscript refers to all four coordinates. Use of the summation
convention with respect to repeated indices will be resumed for the rest of the
chapter. The various components of the field quantities will be symbolized by a
subscript ρ, which may cover a multitude of forms. At times, it will stand for a
single index having two, three, four, or more values. Or it may stand for multiple
indices. Thus, if the field quantity is a spatial tensor of second rank, then ρ really
refers to two subscript indices. Finally, a derivative of the field quantities with
respect to any one of the four coordinates xμ will be denoted by the subscript ν
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separated from ρ by a comma. Where there is only one field quantity the index
does not appear. Examples are

ηρ,ν ≡ dηρ
dxν

; η, j ≡ dη

dx j
; ηi,μν = d2ηi

dxμdxν
. (13.17)

Only the derivatives of the field quantities will be symbolized in this manner.
In this notation, the most general form of the Lagrangian density to be consid-

ered here is written as

L = L(ηρ, ηρ,ν, xν). (13.18)

The total Lagrangian is then an integral over three-space:

L =
∫

L(dxi ), (13.19)

but it rarely occurs explicitly. Hamilton’s principle appears as an integral over a
region in 4-space:

δ I = δ

∫
L(dxμ) = 0, (13.20)

where the variation of the ηρ vanishes at the bounding surface S of the region
of integration. The derivation of the corresponding Euler–Lagrange equations of
motion proceeds symbolically as before. We consider a one-parameter set of var-
ied functions that reduce to ηρ(xν) as the parameter α goes to zero. As previously,
a possible suitable set can be constructed, for example, by adding to ηρ the product
αζρ , where ζρ(xν) are convenient arbitrary functions vanishing on the bounding
surface. The vanishing of the variation of I is equivalent to setting the derivative
of I with respect to α equal to zero:*

d I

dα
=
∫ (

∂L
∂ηρ

∂ηρ

∂α
+ ∂L
∂ηρ,ν

∂ηρ,ν

∂α

)
(dxμ).

Integration by parts yields

d I

dα
=
∫ [

∂L
∂ηρ

− d

dxν

(
∂L
∂ηρ,ν

)]
∂ηρ

∂α
(dxμ)

+
∫
(dxμ)

d

dxν

(
∂L
∂ηρ,ν

∂ηρ

∂α

)
. (13.21)

The second integral vanishes in the limit as α goes to zero, as can be seen in
various ways. We can examine it term by term: carrying out the integration
for the particular xν of each derivative term, which then vanishes because the
derivative with respect to α is zero at the end points. Or the integral can be

*Unless otherwise noted, the summation convention will be used in the remainder of this chapter, for
all types of subscript-superscript pairs.
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transformed by a four-dimensional divergence theorem into an integral over the
surface bounding the region of integration in 4-space. The surface integral again
vanishes because the variation of ηρ in the vicinity of the correct field functions
is zero on the surface. Equation (13.21) in the limit as α goes to zero therefore
reduces to(

d I

dα

)
0
=
∫
(dxμ)

[
∂L
∂ηρ

− d

dxν

(
∂L
∂ηρ,ν

)](
∂ηρ

∂α

)
0
. (13.22)

Again, the arbitrary nature of the variation of each ηρ means that Eq. (13.22) is
satisfied only when each of the square brackets vanishes:

d

dxν

(
∂L
∂ηρ,ν

)
− ∂L
∂ηρ

= 0. (13.23)

Equations (13.23) represent a set of partial differential equations for the field
quantities, with as many equations as there are different values of ρ. It may
be worth repeating that since the space coordinates xi are indices for the field
quantities, each of Eqs. (13.23) in effect corresponds to an entire set of Lagrange
differential equations of motion in the discrete case.

For a one-dimensional continuous system, where ν takes on only the values
0 and 1, Eq. (13.23) expands to the same form as Eq. (13.16). The compactness
of the notation is evident even in so simple an example. Although we have used
covariant notation, the use of a four-dimensional space for symbolic convenience
in no way requires covariant behavior (in the physicist’s sense of the word) of any
of the quantities in that space.

For discrete systems, the Lagrangian is uncertain to a total time derivative of
an arbitrary function of the generalized coordinates and time. With continuous
systems, the corresponding statement is that L is uncertain to any “4-divergence,”
that is, to a term of the form

d Fν(ηρ, xμ)

dxν
(13.24)

where the Fν are any four (differentiable) functions of the field quantities ηρ and
the coordinates xμ. That such a term makes no contribution to the variation of
the action integral is obvious. Application of the divergence theorem in 4-space
converts the volume integral into an integral over the bounding surface where the
variation of Fν is zero. In symbols, the relevant variation can be written

δ

∫
(dxμ)

d Fν(ηρ, xμ)

dxν
= δ

∫
Fν(ηρ, xμ) dσν = 0, (13.25)

where dσν represents the components of an element of surface (in Euclidean
4-space) oriented along the direction of the outward normal.

The Lagrangian formulation for a continuous set of generalized coordinates
has been developed in order to treat continuous mechanical systems such as an
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elastic solid in longitudinal oscillation, or a gas vibrating in such a manner as to
set up acoustic waves. As has been implied, the formulation may also be used,
even in the absence of a mechanical system, to describe the equations governing
a field. Mathematically, a field is no more than a set of one or more independent
functions of space and time, and the generalized coordinates fit this definition.
There is no requirement that the field be related to some underlying mechanical
system. In thus breaking the connection between the Lagrangian field descrip-
tion and purely mechanical motion, we are merely recapitulating the history of
physics. For example, the electromagnetic field was long thought of in terms of
the elastic vibrations of a mysterious ether. Only in recent times was it generally
realized that the ether had no other role than being the subject of the verb “to
undulate.” We recognize equally well that the variational procedures developed
here also stand independent of the notion of a continuous mechanical system, and
that they serve to furnish the equations describing any spacetime field. Hamilton’s
principle then becomes in effect a convenient and compact description of the field,
one that upon expansion leads to the field equations.

In addition to implying the field equations, the Lagrangian density has more to
tell us about the physical nature of the field. As with systems of a discrete number
of degrees of freedom, the structure of the Lagrangian also contains information
on conserved properties of the system. One such set of conservation theorems is
discussed in the next section.*

13.3 THE STRESS-ENERGY TENSOR AND CONSERVATION THEOREMS

An analog to the conservation of Jacobi’s integral in point mechanics found in
Section 2.6, can be derived here, and in much the same manner. All we have to
remember is that the treatment of time must be extended in parallel fashion to
the xi since they are all independent parameters in L. Thus, instead of the time
derivative of L , we seek to evaluate the total derivative of L with respect to xμ:

dL
dxμ

= ∂L
∂ηρ

ηρ,μ + ∂L
∂ηρ,ν

ηρ,μν + ∂L
∂xμ

. (13.26)

By the equations of motion, Eq. (13.23), this becomes (with a slight change in
notation),

dL
dxμ

= d

dxν

(
∂L
∂ηρ,ν

)
ηρ,μ + ∂L

∂ηρ,ν

dηρ,μ
dxν

+ ∂L
∂xμ

= d

dxν

(
∂L
∂ηρ,ν

ηρ,μ

)
+ ∂L
∂xμ

. (13.27)

*A more general attack on the conservation properties inherent in the Lagrangian will be found in
Section 13.7 on Noether’s theorem.
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Combining total derivatives, this can be written

d

dxν

[
∂L
∂ηρ,ν

ηρ,μ − L δμν
]
= − ∂L

∂xμ
. (13.28)

Let us suppose, now, that L does not depend explicitly upon xμ. This usually
means that L represents a free field, that is, contains no external driving sources
or sinks that interact with the field at explicit space points and with given time
dependence. In effect, this means no interaction between the field and point
particles moving in space and time through the field. Under this condition,
Eq. (13.28) takes on the form of a set of divergence conditions,

dTμν

dxν
= T ν

μ ,ν = 0 (13.29)

on a quantity with the form of a 4-tensor of the second rank:

Tμ
ν = ∂L

∂ηρ,ν
ηρ,μ − Lδμν. (13.30)

That these equations have only the form of tensor equations in 4-space is em-
phasized because as yet the 4-space has no transformation properties—space and
time are still distinct—and there is no transformation requirement on Tμν . How-
ever, the space portions of these quantities do behave like vectors and tensors in
ordinary space; that is, Ti j are the components of a three-dimensional tensor of the
second rank. Before considering the possible transformations, we will determine
the physical meaning of Tμν .

The similarity between Tμν and Jacobi’s integral, Eq. (2.54), is obvious. It
becomes especially clear for the component T0

0:

T0
0 = ∂L

∂η̇ρ
η̇ρ − L. (13.31)

In mechanical systems, the Lagrangian density often has the form L = T −V , the
difference between a kinetic energy density and a potential energy density. This
is the case, for example, with the Lagrangian densities for the elastic rod, with
the kinetic energy density having the form of one-half the mass density times a
square of the displacement velocity:

T = 1
2μη̇ρη̇ρ.

By the same arguments as used in discrete mechanics, T0
0 can then be identified

as a total energy density.
The corresponding identification tags to be placed on the other elements of Tμν

can be suggested by writing the set of Eqs. (13.29) as

dTμ0

dt
+ dTμ j

dx j
= 0, (13.32)
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or

T νμ,ν =
dT 0

μ

cdt
+ dT i

μ

dxi
= dT 0

μ

cdt
+∇ · Tμ = 0 (13.33)

where Tμ, whose components are Tμν , are a set of 4-space vectors. In either form,
Eqs. (13.32) or (13.33) appear as equations of continuity, which is to say that the
time rate of change of some density plus the divergence of some corresponding
flux or current density vanishes. In turn, the equations of continuity imply the
conservation of some integral quantities providing the field volume is finite; that
is, the field can be contained within a volume beyond which the field quantities
are zero, defined, in such a case, integral quantities Rμ by

Rμ =
∫

Tμ
0 dV, (13.34)

where the volume integral extends beyond the region containing the field. Then,
by Eqs. (13.33),

dRμ
dt

=
∫

∇ ?Tμ dV =
∫

Tμ · dA = 0. (13.35)

It is because of these conservation theorems, derived from Eq. (13.29), that the
four arrays Tμν, μ = 0, 1, 2, 3 are known as conserved currents, in analogy with
the conservation equations for electromagnetic current.

We should therefore expect T0 to play the role of the components of an energy
current density. That this is reasonable can be seen again from considerations of
the longitudinal vibration field in an elastic rod. Imagine the rod divided by an
imaginary cut at point x (cf. Fig. 13.2). From the considerations that led to the
Lagrangian, Eq. (13.6), the force exerted by the part of the rod on the right to
extend the part that is to the left of the cut is

Y
dη

dx
. (13.36)

FIGURE 13.2 Diagram illustrating calculation of energy current density in elastic rod.
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Hence, there is a tension at x in the left-hand portion of equal magnitude but of
opposite direction. Further, the left-hand portion is being stretched by an amount
that at x is η, and the rate at which this extension changes in time is η̇. Hence, the
rate of work being done by the tension at the cut is

−η̇Y
dη

dx
, (13.37)

which is thus the rate at which energy is being transferred to the right per unit time.
Comparison shows that this is exactly T0

1 for the appropriate Lagrangian density
of Eq. (13.10). If T0

0 is an energy density then the quantity, R0, of Eq. (13.34)
can be identified as the total energy in the field. The fourth component of the con-
servation equation (13.35) therefore says that the total field energy is conserved if
T0

i vanishes on the bounding surface, that is, if the system does not radiate energy
to the outside.

Physical meaning for the Ti
0 components can be suggested similarly by turning

once more to the vibrations of the elastic rod. If the particles in the rod move by
the same amount all along the rod, the motion will be that of a rigid body, that
is, no oscillatory disturbances. The net change of mass in a length dx of the rod
as a result of the motion would clearly be zero, since as much mass moves past
x + dx as past x . There would still be a net momentum density μη̇ for this case
of rigid-body motion. When wave motion takes place, a net mass change in the
length dx exists, amounting at any given time to (cf. Fig. 13.2)

μ[η(x)− η(x + dx)] = −μdη

dx
dx . (13.38)

The additional momentum in the interval resulting from the wave motion is
therefore

−μη̇ dη

dx
dx .

Thus, an additional momentum density, above and beyond that of the steady-state
motion, can be identified as the wave or field momentum density:

−μη̇ dη

dx
. (13.39)

This quantity is just −T1
0 for the Lagrangian density given by Eq. (13.10). Thus,

we are led to identify −Ti
0 as the components of field momentum density and

−Ri , as the total (linear) momentum of the field, at least in this four-dimensional
convention.

The equations of continuity, Eqs. (13.33), then suggest that −Ti must represent
the vector flux density for the i th component of the field momentum density. We
ascribe a vector property to Ti because there can be, for example, a flow in the
y-direction of the x-component of the momentum density, as measured by −Tx

y .
An alternative interpretation of Ti

j comes from considering the displacement field
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of an elastic solid. It is well known that in such a solid there are also shear forces
(besides the compression forces normal to a surface) along a surface element. The
entire assemblage of forces can be described by saying that the force dF acting
on an element of area dA is expressed in terms of a stress tensor T such that

dF = T · dA. (13.40)

Hence, the net force, say in the x-direction, on a rectangular volume element
dx dy dz has a contribution from the forces on the surfaces in yz planes given by
(cf. Fig. 13.3) (where 1 indicates the x component, 2 the y, etc.)

[
T1

1(x + dx)− T1
1(x)

]
dy dz = dT1

1

dx
dx dy dz, (13.41)

but there is also a contribution from the surfaces in the xz plane;

[
T1

2(y + dy)− T1
2(y)

]
dx dz = dT1

2

dy
dx dy dz, (13.42)

and similarly from the xy planes. Newton’s equations of motion here correspond
to saying that the time rate of change of the momentum density in the x direction,
−T1

0, is equal to the x-component of the force on a unit volume element:

−dT1
0

cdt
= dT1

1

dx
+ dT1

2

dy
+ dT1

3

dz
, (13.43)

which is precisely the x-component of Eq. (13.33). For this particular field Ti
j

can be identified as the elements of the three-dimensional stress tensor, hence the
origin of the name “stress-energy tensor” for Tμν .

FIGURE 13.3 Force in x direction on a volume element dx dy dz of an elastic solid.
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By considerations of a continuous mechanical system, we have thus been able
to attach physical identifications, or associations, to each of the components of
the stress-energy tensor. Thus, the components are

T0
0 field energy density divided by c,

T0, with components T0
j field energy current density,

−Ti
0 field momentum density, i th component,

−Ti , with components Ti
0 current density for the i th component of the field

momentum density,

Ti
j three-dimensional stress tensor

where, as we saw discussed following Eqs. (13.33) and (13.35), T0 and Ti form
4-space vectors each of which is conserved and thus identified, in analogy with
the charge-current vector of electromagnetic theory as a “4-current”. All such
conserved objects are called currents in field theory.

In almost all cases the three-dimensional tensor T is symmetric. This is not
only physically desirable, but almost necessarily a characteristic for the spatial
portion of the stress-energy tensor.

It must be remembered that although the example of mechanical systems gave
birth to the procedures and nomenclature, the formalism can be applied to any
field irrespective of its nature or origin. A classical theory of fields can be con-
structed not only for vibrations of an elastic solid, but also for the electromag-
netic field, for the “field” of the Schrödinger wave function, or for the relativistic
field describing a “scalar” meson, among others. We shall examine some of these
examples in more detail later on.

Recalling the identification of Ri , the conservation equations, Eq. (13.35), say
that for a closed noninteracting system the total linear momentum of the field is
conserved. We would expect no less. But there should be a corresponding con-
servation theorem for the total angular momentum of the field. It is simple to
construct a quantity that should act as an angular momentum density. Since angu-
lar momentum is an axial vector. We expect that the components of the angular
momentum density are the elements of an antisymmetric tensor of the second
rank. A suitable form for this tensor is

Mi j = −(xi T j0 − x j T i0), (13.44)

with the total angular momentum of the field given by

Mi j =
∫

Mi j dV . (13.45)

In as much as t and xi are completely independent variables, the time rate of
change of Mi j is

d Mi j

dt
= −

∫ (
xi dT j0

dt
− x j dT i0

dt

)
dV, (13.46)
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or, from the continuity conditions, Eqs. (13.32),

d Mi j

dt
= −

∫ (
xi dT jk

dxk
− x j dT ik

dxk

)
dV . (13.47)

Integration by parts converts this expression to

d Mi j

dt
= −

∫
d

dxk
(xi T jk − x j T ik) dV +

∫
(T i j − T ji ) dV . (13.48)

The first integral on the right is in the form of a volume integral of a divergence.
It is therefore equal to an integral over the bounding surface, which vanishes for a
closed nonradiating system. Finally, if T i j = T ji , the second integral is also zero.
Thus, the total angular momentum of the field is conserved if T is symmetric.

If the stress tensor is not symmetric, we can often make use of the ambiguity
in defining the stress tensor to restore this symmetry. Just as for the Lagrangian,
the form of the stress-energy tensor, Eq. (13.30), was chosen to satisfy diver-
gence conditions (cf. Eq. (13.29)). Therefore Tμν is indeterminate by any func-
tion whose 4-divergence vanishes. Usually it is possible to find such a quantity to
“symmetrize” the stress-energy tensor.

13.4 HAMILTONIAN FORMULATION

It is possible to obtain a Hamiltonian formulation for systems with a continuous
set of coordinates much as was done in Chapter 8 for discrete systems. To indicate
the method of approach, we return briefly to the linear chain of mass points dis-
cussed in Section 13.1. Conjugate to each field component, ηi , there is a canonical
momentum

pi = ∂L

∂η̇i
= a

∂Li

∂η̇i
. (13.49)

The Hamiltonian for the system is therefore

H ≡ pi η̇i − L = a
∂Li

∂η̇i
η̇i − L ,

or

H = a

(
∂Li

∂η̇i
η̇i − Li

)
. (13.50)

It will be remembered that in the limit of the continuous rod, when a goes to zero,
Li → L and the summation in Eq. (13.50) becomes an integral:

H =
∫

dx

(
∂L
∂η̇
η̇ − L

)
. (13.51)
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The individual canonical momenta pi , as given by Eq. (13.49), vanish in the con-
tinuous limit, but we can define a momentum density, π , that remains finite:

Lim
a→0

pi

a
≡ π = ∂L

∂η̇
. (13.52)

Equation (13.51) is in the form of a space integral over a Hamiltonian density, H,
defined by

H = πη̇ − L. (13.53)

While a Hamiltonian formulation can thus be introduced in a straightforward
manner for classical fields, note that the procedure singles out the time variable
for special treatment. It is therefore in contrast to the development we have given
for the Lagrangian formulation where the independent variables of time and space
were handled symmetrically. For this reason the Hamiltonian approach, at least as
introduced here, lends itself less easily to incorporation in a relativistically covari-
ant description of fields. The Hamiltonian way of looking at fields has therefore
not proved as useful as the Lagrangian method, and a rather brief description
should suffice here.

The obvious route for generalizing to a three-dimensional field described by
field quantities ηρ is to define, analogously to Eq. (13.52), the canonical momen-
tum densities

πρ(xμ) = ∂L
∂η̇ρ

. (13.54)

The quantities ηρ(xi , t), πρ(xi , t) together define the infinite-dimensional phase
space describing the classical field and its time development. A conservation
theorem can be found for πρ that is roughly similar to that for the canonical
momentum in discrete systems. If a given field quantity ηρ is cyclic in the sense
that L does not contain ηρ explicitly (as in the case of Eq. (13.10)), then the
Lagrange field equation looks like an existence statement for a conserved current:

d

dxμ
∂L
∂ηρ,μ

= 0, (13.55)

or

dπρ

dt
+ d

dxi

∂L
∂ηρ,i

= 0. (13.56)

It follows that if ηρ is cyclic, there is an integral conserved quantity

�ρ =
∫

dV πρ(xi , t).

The obvious generalization of Eq. (13.53) for a Hamiltonian density is

H(ηρ, ηρ,i , πρ, xi ) = πρη̇ρ − L, (13.57)
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where it is assumed that functional dependence upon η̇ρ can be eliminated by
inversion of the defining equations (13.49). From this definition it follows that

∂H
∂πρ

= η̇ρ + πλ ∂η̇λ
∂πρ

− ∂L
∂η̇λ

∂η̇λ

∂πρ
= η̇ρ, (13.58)

by Eq. (13.51). The other half of the canonical field equation is more cumbersome.
When expressed in terms of the canonical variables, H is a function of ηρ through
the explicit dependence of L, and through η̇ρ . Hence,

∂H
∂ηρ

= πλ
∂η̇λ

∂ηρ
− ∂L
∂η̇λ

∂η̇λ

∂ηρ
− ∂L
∂ηρ

= − ∂L
∂ηρ

. (13.59)

Using the Lagrange equations, this can be written

∂H
∂ηρ

= − d

dxμ

(
∂L
∂ηρ,μ

)
= −π̇ρ − d

dxi

(
∂L
∂ηρ,i

)
. (13.60)

Because of the appearance of L, we still do not have a useful form. By an exactly
parallel derivation, however, we find that

∂H
∂ηρ,i

= πλ
∂η̇λ

∂ηρ,i
− ∂L
∂η̇λ

∂η̇λ

∂ηρ,i
− ∂L
∂ηρ,i

= − ∂L
∂ηρ,i

. (13.61)

Hence, we can write as the second half of the canonical equations

∂H
∂ηρ

− d

dxi

(
∂H
∂ηρ,i

)
= −π̇ρ . (13.62)

Equations (13.58) and (13.62) can be put in a notation more closely approaching
Hamilton’s equations for a discrete system by introducing the notion of a func-
tional derivative defined as

δ

δψ
= ∂

∂ψ
− d

dxi

∂

∂ψ, i
. (13.63)

Since H is not a function of πρ,i , Eqs. (13.58) and (13.62) can be written as

η̇ρ = δH
δπρ

, π̇ρ = − δH
δηρ

. (13.64)

Note that in the same symbolism the Lagrange equations, Eqs. (13.23), take the
form

d

dt

(
∂L
∂η̇ρ

)
− δL
δηρ

= 0. (13.65)
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About the only advantage of the functional derivative, however, is that of the
resultant similarity with discrete system. It suppresses, on the other hand, the
parallel treatment of time and space variables.

There is a way to treat classical fields that provides almost all of the Hamil-
tonian formulation of discrete mechanics. The main idea behind this treatment
is to replace the continuous space variable or index by a denumerable discrete
index. We can see how to do this by referring again to the longitudinal oscilla-
tions of the elastic rod. Let us suppose the rod is of finite length L = x2 − x1. The
requirement that η vanish at the extremities is a boundary condition that could be
achieved physically by placing the rod between two perfectly rigid walls. Then
the amplitude of oscillation can be represented by a Fourier series:

η(x) =
∞∑

n=0

qn sin
2πn(x − x1)

2L
. (13.66)

Instead of the continuous index x , we have the discrete index n. We are allowed to
use this representation for all x only when η(x) is a well-behaved function, which
most physical field quantities are.

For simplicity in illustrating how the scheme may be carried out, it will
be assumed that only one real field quantity, η, can be expanded in a three-
dimensional Fourier series of the form

η(r, t) = 1

V 1/2

∑
k

qk(t)e
ik ? r. (13.67)

Here k is a wave vector that can take on only discrete magnitudes and directions,
such that only an integral (or sometimes, half-integral) number of wavelengths fit
into a given linear dimension. We say that k has a discrete spectrum. The scalar
index k stands for some ordering of the set of integer indices used to denumer-
ate the discrete values of k, and V is the volume of the system, appearing in a
normalization factor. Because η is real, we must have q∗

k = q−k .
The orthogonality of the exponentials over the volume can be stated as the

relation

1

V

∫
ei(k−k′) ? r dV = δkk′ . (13.68)

In effect, the allowed values of k are those for which the condition (13.68) is
satisfied (as can be seen by looking at the one-dimensional Fourier series). It
follows that the coefficients of expansion, qk(t), are given by

qk(t) = 1

V 1/2

∫
e−ik ? rη(r, t) dV . (13.69)
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In similar fashion, the canonical momentum density can be expanded as

π(r, t) = 1

V 1/2

∑
k

pk(t)e
−ik ? r, (13.70)

again with p∗k = p−k . Correspondingly, the expansion coefficients, pk(t), are to
be found from

pk(t) = 1

V 1/2

∫
eik ? rπ(r, t) dV . (13.71)

In a sense we have almost come full circle. We began this chapter with a dis-
crete system employing a denumerable number of generalized coordinates. By
then going to the limit of a continuous set of variables, we were able to treat
continuous systems. Finally, we have introduced a description of the continuous
system in terms of a denumerable, discrete set of coordinates that obey the same
type of mechanics as the discrete system we started with. Because of the formal
correspondence with the variables of discrete systems, the qk and pk quantities
are the obvious candidates for quantization when we go from classical to quantum
field theory. Indeed, the qk correspond to what are spoken of as the “occupation
numbers” for the field.

We could describe the field in terms of discrete coordinates because the
finite size of the system, and the boundary conditions, permitted a discrete
Fourier expansion. Equivalently, we can say that the expansion is made over
a discrete spectrum of plane waves. Since the wave vector k is in quantum
mechanics directly proportional to the momentum of the particle associated with
the plane wave, the expansions used here are often spoken of as the momentum

TABLE 13.1 Comparison of Minkowski 4-dimensional spacetime and symplectic
structure (after Misner, Thorne & Wheeler, Gravitation, San Francisco: Freeman, 1973)

Hamiltonian Minkowski spacetime
Comparison item symplectic structure metric structure

Canonical coordinates q1, q2, p1, p2 ct , x , y, z

ds2 = c2dt ⊗ dt − dx ⊗ dx
Canonical structure � = dp1 ∧ dq1 + dp2 ∧ dq2 −dy ⊗ dy − dz ⊗ dz

Nature of “metric” antisymmetric symmetric

Name for “metric” canonically (or dynamically)
structure conjugate coordinates Lorentz coordinates

Field equations �� = 0 satisfied automatically Rαβγ δ = 0: flat spacetime

4-dimensional
manifold phase space spacetime

Coordinate free
description �� = 0 Riemann = 0
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representation. We need not be restricted to plane wave expansions. A denumer-
able set of coordinates can be found whenever the field functions can be expanded
in terms of a discrete set of orthonormal eigenfunctions.

One final comment. The Hamiltonian or symplectic structure can be expressed
in tensor notation. Table 13.1 compares the metric structure of 4-dimensional
Minkowski spacetime with the symplectic structure of a Hamiltonian with
coordinates q1, q2, p1, and p2.

13.5 RELATIVISTIC FIELD THEORY

We saw in Chapter 7 that there is considerable difficulty in constructing relativis-
tically covariant Lagrangian and Hamiltonian descriptions of particle mechanics.
Part of the problem can be traced to the separate roles played by space and time
coordinates. For point particles, the space coordinates are mechanical variables
while time is a monotonic parameter. But in classical field theory there is a nat-
ural similarity in handling space and time coordinates. They are all parameters,
together defining a point in the spacetime continuum at which the field variables
are to be determined. While the four-dimensional spacetime system has been used
so far only for reasons of notational simplicity, the easy and natural way it fits into
the formulation suggests that a relativistically covariant description is quite fea-
sible for classical fields. Indeed, only relatively minor tinkering has to be done
to the formulation already presented so that it can handle relativistic fields in a
manner that is manifestly Lorentz covariant.

Three points require specific attention: (1) the nature (and metric) of the
four-dimensional space used; (2) the Lorentz transformation properties of the
field quantities, Lagrangian densities, and related functions; and (3) the covari-
ant description of the limits of integration. The simple Cartesian, 4-space with
coordinates t, x, y, z that we have implicitly used so far in this chapter is not
convenient for exhibiting Lorentz invariance. We will use the notation and con-
ventions adopted in Chapter 7 as well as the results of that chapter. Accordingly,
the Greek letter indices will still run from 0 to 3, with x0 = ct . Note that the
Lagrange equations (13.23) are unaffected by this change. Indeed, the term

d

dxν

(
∂L
∂ηρ,ν

)

remains unaltered by a scale change of any of the xν , and the other term in the
Lagrange equation does not involve the coordinates at all. Further, the change in
space does not affect the formulation of Hamilton’s principle in Eq. (13.20), since
it only introduces a multiplicative constant.

All of the quantities related to the field and associated equations must now have
some definite Lorentz covariant properties. The field quantities must therefore
consist of 4-tensors of some given rank—scalar, 4-vector, and so on. In principle,
ηρ need not be restricted to any one of these categories but may stand for a set of
such, for example, two scalars. The Lagrangian and Hamiltonian densities must
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also be covariant. In Hamilton’s principle, the volume element (dxν) of 4-space is
invariant under Lorentz transformation. Since we usually think of the action I as a
scalar, this means that the Lagrangian density (and therefore H) should be scalars.
That is to say, they must be functions of the field quantities (possibly along with
external covariant quantities) in such manner as to form scalars under Lorentz
transformations. It then follows that the stress-energy tensor Tμν , as defined by
Eq. (13.30) is automatically a 4-tensor of the second rank. The change in the
4-space however means that the components of Tμν may be altered in value.

In tensor notation, the stress-energy tensor, T, is a linear, symmetric “func-
tional” with slots for two vectors. It has the following properties:

1. If we insert the 4-velocity u of the observer into one of the slots and leave
the other slot empty, the output is

T(u, . . .) = T(. . . , u) = −
(

density of 4-momentum,
dp
dV

)
(13.72)

The right-hand side is the negative of the 4-momentum per unit three-
dimensional volume as measured in the observer’s frame at the event where
T is measured. In component notation,

T αβuα = Tβ
αuβ = −

(
dpα

dV

)
(13.73)

2. If we insert the 4-velocity u of the observer into one of the slots and an
arbitrary unit vector n into the other slot, the output is

T (u, n) = T (n, u) = −
(

n ?
dp
dV

)
(13.74)

The right-hand side is the negative of the component of the 4-momentum
density along the n direction. In component notation

Tαβuαnβ = Tβαuβnα = −nμ
dpμ

dV
. (13.75)

3. If we insert the 4-velocity of the observer into both slots, the output is

T (u, u) = (mass energy per unit volume) (13.76)

as measured in the frame with 4-velocity u.
In component notation,

Tαβuαuβ = Tβαuβuα = uμ
dpμ

dV
. (13.75′)

4. If we pick a frame and insert two spacelike basis vectors ei and ek in that
frame, the output is

Tik = Tki = T(ei , ek) = T(ek, ei )
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= i-component of force acting from side xk − δ to side xk + δ across
a unit surface area perpendicular to direction ek

= k-component of force acting from side xi − δ to side xi + δ across
a unit surface area perpendicular to direction ei (13.77)

For example, if we assume the Lorentz transformations apply and consider a
perfect fluid moving with a 4-velocity u, which may vary in spacetime, we can
describe the fluid in terms of its mass density, ρ, and an isotropic pressure, p, both
in the rest frame of the fluid element. The stress-energy tensor is given by

T = (ρ + p)u ⊗ u + pg (13.78)

or in component form

Tαβ = (ρ + p)uαuβ + pgαβ. (13.79)

Insert the 4-velocity into one slot giving

T αβuβ = [(ρ + p)uαuβ + pδαβ ]uβ = ρuα. (13.80)

In the rest frame of the fluid, this becomes

T 0
βuβ = ρc (13.81)

and

T i
βuβ = dpi

dV
= momentum density = 0, (13.82)

where the last equality follows from the choice of the rest frame. Finally

Tik = T(ei , ek) = pδik . (13.83)

The Lagrangian density is of course uncertain to a multiplicative constant fac-
tor. It is customary to choose the factor such that T00 (or its symmetrized form)
directly represents the energy density in the field. In the chosen 4-space the quan-
tities Rμ, Eq. (13.34), are now defined as

Rμ =
∫

Tμ
0 dV . (13.84)

Let us consider a related set Pμ defined as

Pμ = 1

c
Rμ. (13.85)

It follows then, from Eqs. (13.72) to (13.76) and the interpretation given above for
Ti0, that Pi represents the components of the total linear momentum of the field,
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and P0 is E/c, where E is the total energy in the field. This suggests that we can
interpret Pμ as the 4-momentum of the field. However, we still have to show that
Rμ and Pμ transform like 4-vectors under a Lorentz transformation. To prove this
property, we shall examine what is meant by an integration over three-space in a
covariant formulation and indeed how the integration limits are to be treated in
general.

The first instance where the covariance of the limits of integration may be
questioned is in Hamilton’s principle. In Eq. (13.20), the integral appears man-
ifestly covariant, but the limits of integration derived from Eq. (13.12) are not.
The spatial integration is over some fixed volume in three-space followed by an
integration over time between t1 and t2. But an integration over V for fixed t is
not a covariant concept, for simultaneity (“constant time”) is not preserved under
Lorentz transformation. A suitable covariant description is to say the integration is
conducted over a hypersurface of three dimensions that is spacelike. By a space-
like surface, we mean one in which all 4-vectors lying in it are spacelike. The
vectors normal to such a surface are timelike. Now, any vector connecting two
points on a surface of constant time is certainly spacelike, for its x0-component
vanishes. Hence, a surface at constant time is a particular example of a spacelike
surface. But such a surface retains its character in all Lorentz frames, because
the spacelike or timelike quality of a vector is not affected by the Lorentz trans-
formation. In a similar fashion, what is in one frame an integration over t at a
fixed point can be described covariantly as an integration over a timelike surface.
With a system of one dimension (in physical space), the integration in Hamil-
ton’s principle as given in Eq. (13.12) is over the rectangle shown in Fig. 13.4.
A Lorentz transformation is a rotation in Minkowski space, and the sides of the
rectangle will not be parallel to the axes in the transformed space. But we can
describe the integration in all Lorentz frames as being over a region in 4-space
contained between two spacelike hypersurfaces and bounded by intersecting time-
like surfaces.

FIGURE 13.4 Regions of integration in Hamilton’s principle for a system extending in
only one space dimension.



“M13 Goldstein ISBN C13” — 2011/2/15 — page 581 — #24

13.5 Relativistic Field Theory 581

The appropriate covariant description of integral quantities such as Pμ is then
given as

Pμ = 1

c

∫
S

Tμν d Sν, (13.86)

where the integration is over a region on a spacelike hypersurface for which the
1-form elements of surface, in the direction of the surface normal, are d Sν (a gra-
dient). As Tμν is a 4-tensor of the second rank, it is obvious that Pμ so defined
is a 4-vector. But now we can show that the components of Pμ given by (13.86)
reduce to a volume integral in ordinary three-space, providing it is divergence-
less, that is, satisfies Eq. (13.29). Imagine a region in 4-space defined by three
surfaces: S1 and S2 that are spacelike, and S3 that is timelike (cf. Fig. 13.5). By
a four-dimensional divergence theorem, a volume integral of a divergence can be
replaced by a surface integral:∫

V4

dTμν

dxν
(dx4) =

∫
S1+S2+S3

Tμν d Sν, (13.87)

where dx4 is the invariant 4-volume,
√|g|cdtdx dy dz. The integration over S3

corresponds to an integration over t at constant r. By allowing the volume to
expand sufficiently, the integral over this surface will involve r outside the system,
where all field quantities vanish. Because of the assumed divergenceless property
of Tμν , the integral on the left-hand side also vanishes. Therefore, if the normals
to the spacelike surfaces are taken in the same sense,∫

S1

Tμν d Sν =
∫

S2

Tμν d Sν . (13.88)

If S1 is any arbitrary spacelike surface, and S2 is a particular surface for which
x0, or t , is constant, then by Eq. (13.88),∫

S1

Tμν d Sν =
∫

Tμ0 dV . (13.89)

FIGURE 13.5 Schematic integration volume in 4-space



“M13 Goldstein ISBN C13” — 2011/2/15 — page 582 — #25

582 Chapter 13 Formulations for Continuous Systems and Fields

The 4-vector transformation property of the left-hand side is obvious; hence,
the right-hand side, i.e., Rμ according to Eq. (13.84), also transforms as a
4-vector. Further, if both S1 and S2 are surfaces at constant t , say t1 and t2,
respectively, then Eq. (13.88) is equivalent to

Rμ(t1) = Rμ(t2), (13.90)

which is thus the covariant way proving that Rμ is conserved in time.
With some care, therefore, the conserved integral quantities can still be used

within the framework of a relativistic theory of classical fields. We shall not
always carry through the detailed correspondence but will let it suffice in most
instances that the volume integration refers to a particular Lorentz frame in which
the spacelike hypersurface is a region in three-space at constant t . For the angu-
lar momentum density, note that the covariant analog of Mi j , Eq. (13.44), is a
4-tensor of third rank:

Mμνλ = 1

c
(xμT νλ − xνTμλ), (13.91)

which is antisymmetric in μ and ν. The corresponding global or integral quantity
is

Mμν =
∫

Mμνλ d Sλ, (13.92)

where the integration is over a spacelike hypersurface. If the Lorentz frame is
chosen such that the surface is one at constant t , then

Mμν →
∫

Mμν0 dV, (13.93)

which corresponds to the previous definition. The rest of the argument on the
conservation of Mi j for symmetrical stress-energy tensors then can be carried out
as before by considering this particular Lorentz frame. All of this follows from
Chapter 7.

As constructed in the previous section, the Hamiltonian formulation sharply
distinguishes between the time coordinate and the space coordinates. This is not
to say that it is necessarily nonrelativistic, merely that the formulation is not man-
ifestly covariant. We must imagine the Hamiltonian framework as constructed in
terms of the time as seen by each particular observer. Providing the field quantities
and derived functions have suitable transformation properties, this construction
for each Lorentz frame is not in violation of special relativity.

One further point needs to be made here. By allowing ηρ to stand for a set of
covariant field quantities, we allow for the possibility that the system consists of
two or more fields that interact with each other. The complete Lagrangian den-
sity may consist of a sum of Lagrangian densities representing the free fields plus
terms that describe the interactions between the fields. It will be remembered that
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one of the difficulties of relativistic point mechanics was the problem of consid-
ering interactions between particles that necessarily implied action-at-a-distance.
However, interactions between fields can be at a point and, therefore, consistent
with special relativity. We can often go further and treat the interaction between
a field and a particle at a given point in spacetime. There is thus the possibility
of considering relativistically a system consisting of a continuous field, a discrete
particle, and the interaction between them. How this can be done in a specific case
will be shown in the next section, which provides illustrations of relativistic field
theories.

13.6 EXAMPLES OF RELATIVISTIC FIELD THEORIES

We shall consider three examples, of increasing complexity.

A. Complex scalar field. Any complex field will be described by two independent
parts, which can be expressed either as the real and imaginary part of the field
or as the complex field itself and its complex conjugate. We shall follow the lat-
ter alternative. Accordingly, the Lagrangian density and associated functions will
here be given in terms of two independent field variables, φ and φ∗, each of which
are 4-scalars.* For this particular example, we choose the Lagrangian density

L = c2φ,λφ
∗,λ − μ2

0c2φφ∗ (13.94)

where μ0 is a constant φ,λ= ∂φ

∂xλ
, and φ,λ= gλν ∂φ

∂xν as given in Eq. (13.17).
Notice, that as required, L is a world scalar. Expressed in terms of space and time
variables, L is written as (where φ̇ = ∂φ/∂t)

L = φ̇φ̇∗ − c2∇φ · ∇φ∗ − μ2
0c2φφ∗. (13.95)

To obtain the field equation for which ηρ = φ∗, note that

∂L
∂φ∗, ν

= c2φ,ν ,
∂L
∂φ∗

= −μ2
0c2φ. (13.96)

Hence, the Lagrange-Euler field equation is

φ,ν
ν + μ2

0φ = 0, (13.97)

or, in equivalent form,

∑
ν

d2φ

(dxν)2
+ μ2

0φ = 0 (13.98)

*As shall be seen in the next section, complex fields lead naturally to an associated charge and current
density, and this is the main reason for their introduction in physical theories.
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and

−∇2φ + 1

c2

d2φ

dt2
+ μ2

0φ = 0. (13.97′)

In terms of the D’Alembertian (cf. Section 7.5), the field equation can also be
written covariantly as

(�2 + μ2
0)φ = (=2 + μ2

0)φ = 0. (13.99)

Similarly, from the symmetry of L, the field equation obtained when ηρ = φ∗ is

(�2 + μ2
0)φ

∗ = (=2 + μ2
0)φ

∗ = 0. (13.100)

This basic field equation satisfied by both φ and φ∗ is known as the Klein–Gordon
equation and, as given here, represents the relativistic analog of the Schrödinger
equation for a charged zero-spin particle of rest mass energy μ0.

The stress-energy tensor defined by Eq. (13.30) has components

Tμν = c2φ,μ φ
∗, ν + c2φ∗,μ φν + c2(φ,λ φ

∗,λ+μ2
0φφ

∗)gμν (13.101)

and is clearly symmetrical. As the Lagrangian density describes a free field,
without interactions with the outside world, L does not contain x explicitly and
the conservation theorem (13.29) holds for Tμν , as can be verified directly. To
introduce the Hamiltonian formulation, we must distinguish between the time
and space coordinates in some particular Lorentz frame. The conjugate momenta,
according to Eq. (13.54), are then (cf. Eq. (13.95))

π = ∂L
∂φ̇

= φ̇∗, π∗ = ∂L
∂φ̇∗

= φ̇. (13.102)

It follows that the Hamiltonian density (which has the same magnitude as T00)
takes the form

H ≡ πφ̇ + π∗φ̇∗ − L,
= ππ∗ + c2∇φ · ∇φ∗ + μ2

0c2φφ∗. (13.103)

For the moment, all that we shall do here is illustrate the transformation to the
momentum representation. The expansions (13.67) and (13.70) can be introduced
into the Hamiltonian density. Since the field is not real, we do not have that
q∗

k = q−k . In effect, qk and q∗
k now stand for two independent sets of discrete

coordinates, one representing φ and the other φ∗. The total Hamiltonian is a sum
of volume integrals over the three terms in Eq. (13.103). As a typical example, let
us consider

μ2
0

∫
φφ∗ dV = μ2

0

V

∑
k,k′

∫
qkq∗

k′e
i(k−k′)·r dV, (13.104)
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which by Eq. (13.68) reduces to

μ2
0qkq∗

k .

The only other term requiring any special note at all is that involving the diver-
gences, which introduce a factor (ik) ? (−ik′) in the integrand. The final form for
H can be written as

H = pk p∗k + ω2
kqkq∗

k , (13.105)

where ωk is related to k through the dispersion relation

ω2
k = c2(k2 + μ2

0). (13.106)

Each term of the summation in Eq. (13.105) is in the form of a harmonic oscil-
lator of unit mass with frequency ωk . This can be seen explicitly by evaluating
Hamilton’s equations of motion. In the momentum or plane wave representations,
the fields φ and φ∗ are thus replaced by discrete systems of harmonic oscillators,
much in the same manner that the sound field in a solid is looked on as a collection
of “phonons.” The discrete spectrum of “vibrations” of our scalar charged field
is given by Eq. (13.106). Quantization of the field (that is, the so-called second
quantization) is done most simply via the momentum representation. In effect, the
motion of each harmonic oscillator is quantized as would be done for an actual
harmonic oscillator. But this subject certainly lies outside our province.

B. The Sine–Gordon equation and associated field. If the scalar field in the previ-
ous example were taken as real (that is, φ∗ = φ) and to exist in only one spatial
dimension, then the obvious corresponding Lagrangian density along the model
of Eq. (13.95) would be

L = c2

2

[
φ̇2

c2
−
(
∂φ

∂x

)2

− μ2
0φ

2

]
. (13.107)

(The factor of 1
2 is introduced for convenience; it clearly does not affect the form

of the equations of motion.) The associated field equation (cf. Eq. (13.16))

∂2φ

∂x2
− 1

c2

∂2φ

∂t2
= μ2

0φ, (13.108)

is the one-dimensional Klein–Gordon equation. Note that it is linear in the field
φ(x, t).

We can look upon the Lagrangian density of Eq. (13.107) as a small-field
approximation to a Lagrangian density of the form

L = c2

2

[
φ̇2

c2
−
(
∂φ

∂x

)2
]
− μ2

0c2(1 − cosφ), (13.109)
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which has the corresponding field equation

∂2φ

∂x2
− 1

c2

∂2φ

∂t2
= μ2

0 sinφ. (13.110)

Inevitably, if perhaps frivolously, Eq. (13.110) has come to be known as the sine–
Gordon equation. If the Klein–Gordon equation, Eq. (13.99), is reminiscent of the
harmonic oscillator, then the “potential” term in the Lagrangian equation (13.109)
recalls the potential term of the linear pendulum. Indeed, Eq. (13.110) has also
been called, perhaps more appropriately, the pendulum equation.

In this one-dimensional world, the stress-energy tensor has only four compo-
nents. As x and t again do not appear explicitly in L, the elements of the tensor
satisfy conservation equations, which are here two in number. Details will be left
to the exercises, but of particular interest is the energy density T00:

T00 = 1

2

[
φ̇2 + c2

(
∂φ

∂x

)2
]
+ μ2

0c2(1 − cosφ), (13.111)

which is of course the same in magnitude as the Hamiltonian density

H = 1

2

[
π2 + c2

(
∂φ

∂x

)2
]
+ μ2

0c2(1 − cosφ), (13.112)

where the conjugate momentum is

π(x, t) = φ̇. (13.113)

The momentum representation for the Klein–Gordon field as the sum over
harmonic oscillators means that in the one-dimensional case the field can be built
up as a superposition of plane waves of the form

qk(t)e
ikr = A0(k)e

i(kr−ωk t), (13.114)

where k and ωk are related by the dispersion relation, Eq. (13.106). For the field
obeying the sine-Gordon equation, it is much more difficult to apply a momentum
representation, because of the presence of the cosφ term in H. But we can still
solve the sine–Gordon equation by something resembling a traveling wave. A
solution for φ in Eq. (13.110) that has the form of a disturbance traveling with a
speed v, but otherwise keeping its shape, must be a function only of τ = t − x/v.
In that case, Eq. (13.110) reduces to

d2φ

dτ 2
− A sinφ = 0, (13.115)

where

A = μ2
0c2v2

c2 − v2
. (13.116)
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In terms of the variable τ , the equation of motion is indeed that for a simple
pendulum of finite amplitude. For very small amplitude, we know that φ is a
simple harmonic motion in τ with ω given by Eq. (13.106) for a wave number
k = ω/v, independent of the amplitude. With finite amplitude, we also know
from our study of the pendulum, that while φ will still be periodic, the frequency
ω will also depend upon the amplitude. That is to say, the dispersion relation will
be amplitude dependent. This is a characteristic of course of nonlinear equations,
of which the sine–Gordon equation is one example. The Klein–Gordon equation
is linear, but the dispersion equation, Eq. (13.106), is said to be nonlinear; that is,
ωk is not a linear function of k. It becomes linear only when μ0 → 0, reducing
the Klein–Gordon equation the usual linear wave equation.

We can thus describe the sine–Gordon equation as being nonlinear, with a non-
linear amplitude-dependent dispersion relation. Further examination reveals that
it can have solutions with properties shared by only a few other nonlinear equa-
tions. These solutions are traveling wave disturbances that can interact with each
other—pass through each other—and emerge with unchanged shape except per-
haps for a phase shift. Such solutions are also found, for example, for the nonlinear
Korteweg–deVries equation,

∂φ

∂t
+ αφ ∂φ

∂x
+ ν ∂

3φ

∂x3
= 0, (13.117)

where α and ν are constants. These solitary waves that preserve their shape even
through interactions have been termed “solitons” and have found many applica-
tions throughout physics, from elementary particles through solid-state physics.
The pendulum sine–Gordon equation, for example, has been used to describe fam-
ilies of elementary particles, and it also shows up in connection with the theory of
the Josephson junction.

C. The Electromagnetic Field.* The formalism and field equations for the electro-
magnetic field were developed in Section 7.5. It remains to express these ideas in
terms of the Lagrangian formalism. If the components Aμ of the electromagnetic
potential are treated as the field quantities, then a suitable Lagrangian density for
the electromagnetic field is

L = − FλρFλρ

4
+ jλAλ. (13.118)

To obtain the Euler–Lagrange equations, we note that

∂L
∂Aμ

= jμ; ∂L
∂Aμ,ν

= − Fλρ
2

∂Fλρ

∂Aμ,ν

*Part of the difficulty in handling the electromagnetic field arises from the fact that the components Aμ

are not entirely independent; to be unique, they must be connected through some gauge condition, such
as Eq. (7.66). However, it will be sufficient for our present purposes if we treat the gauge condition as
a “weak” constraint.



“M13 Goldstein ISBN C13” — 2011/2/15 — page 588 — #31

588 Chapter 13 Formulations for Continuous Systems and Fields

Now, from the defining equations (7.71), the derivative of Fλρ vanishes except
when λ = μ, ρ = ν and λ = ν, ρ = μ. Hence,

∂L
∂Aμ,ν

= Fμν
2

− Fνμ
2

= Fμν, (13.119)

and the Euler–Lagrange equations are

d Fμν

dxν
−
√
μ0

ε0
jμ = 0. (13.120)

Finally, it has already been noted that L for an electromagnetic field consists
of a free-field Lagrangian density plus a term describing the interaction of a con-
tinuous charge and current density with the field. It is tempting to see how far
we can go toward introducing field–particle interactions, by localizing the charge
to a point. This is most easily done by considering the physical situation in some
particular Lorentz frame, that is, as seen by a particular observer. Manifest covari-
ance is thereby abandoned, but the result still conforms to special relativity, as it
derives from a clearly relativistic theory. The current density is a measure of the
motion of the charges, and in any given system j is defined in terms of the charge
density ρ by the relation

j(r, t) = ρ(r, t)v(r, t).

Here v is the velocity “field” of the continuous charge distribution. The localiza-
tion can be carried out through the use of the well-known Dirac δ-function. In
three-dimensional form, the δ-function has the property that if f (r) is any func-
tion of space, then

∫
dV f (r)δ(r − s(t)) = f (s), (13.121)

where s(t) is the spatial position, say, of a particle at time t (so long as s is inside
the volume of integration). Thus, the spatial charge and current density corre-
sponding to a particle of charge q at point s is

ρ = qδ(r − s) (13.122)

and

j = qδ(r − s)v(r). (13.123)

If we write L of Eq. (13.118) as the sum of a free-field term L0 and an interaction
term, the Lagrangian as seen in the given Lorentz frame is

L =
∫

dVL0 −
∫

dVρφ +
∫

dV A ? j =
∫

dVL0 − qφ + qA ? v. (13.124)
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The interaction terms in Eq. (13.124) are exactly the same as those in Eq. (7.141)
for the Lagrangian of a single particle in an electromagnetic field. This suggests
that a single Lagrangian can be formed for the complete system of particle and
field that, analogous to Eq. (7.141), would look like

L = −mc2
√

1 − β2 − qφ + qv ?A +
∫

dVL0. (13.125)

Considered as a function of the field tensor or potentials, this Lagrangian implies
the field equations; considered as a function of the particle coordinates, L leads to
the particle equations of motion. The mechanical descriptions of the continuous
field and the discrete particle have in effect been put under one wing, expressed
in a common formalism!

An important branch of modern physics is concerned with the construction
of fields to represent various types of elementary particles. Of course, all such
theories are quantum-mechanical, but many features of quantum field theories
will have concomitant or nearly corresponding classical analogs. There is little
a priori physical guidance in the construction of possible Lagrangian densities
and interaction terms for the various particles. Some constraint on the form of
these functions comes from covariance limitations. For example, the terms in L
must be combinations of field and other quantities in such a manner as to pro-
duce a 4-scalar. Usually, L is also restricted to the field quantities or their first
derivatives, although Lagrangian densities with higher derivatives have also been
explored. Additional requirements on the form of the terms are also provided, or
suggested, by conservation and invariance properties, implicit in the Lagrangians.
These properties go beyond the conservation conditions contained in the stress-
energy tensor and are usually to be found by the application of a powerful pro-
cedure known as Noether’s theorem, which forms the subject of the next and last
section.

13.7 NOETHER’S THEOREM

A recurring theme throughout this text has been that symmetry properties of the
Lagrangian (or Hamiltonian) imply the existence of conserved quantities. Thus,
if the Lagrangian does not contain explicitly a particular coordinate of displace-
ment, then the corresponding canonical momentum is conserved. The absence
of explicit dependence on the coordinate means the Lagrangian is unaffected by
a transformation that alters the value of that coordinate; it is said to be invari-
ant, or symmetric, under the given transformation. Similarly, invariance of the
Lagrangian under time displacement implies conservation of energy. The formal
description of the connection between invariance or symmetry properties and con-
served quantities is contained in Noether’s theorem. It is in the 4-space of classi-
cal field theory that the theorem attains its most sophisticated and fertile form. For
that reason, explicit discussion of the theorem has been reserved for the treatment
of fields, although a discrete-system version can also be derived.
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Symmetry under coordinate transformation refers to the effects of an infinites-
imal transformation of the form

xμ → x ′μ = xμ + δxμ, (13.126)

where the infinitesimal change δxμ may be a function of all the other xν .
Noether’s theorem also considers the effect of a transformation in the field quan-
tities themselves, which may be described by

ηρ(x
μ)→ η′ρ(x

′μ) = ηρ(x
μ)+ δηρ(xμ). (13.127)

Here δηρ(xμ) measures the effect of both the changes in xμ and in ηρ and may
be a function of all the other field quantities ηλ. Note that the change in one of the
field variables at a particular point in xμ space is a different quantity δηρ :

η′ρ(x
μ) = ηρ(x

μ)+ δηρ(xμ). (13.128)

The description of the transformations in terms of infinitesimal changes from the
untransformed quantities indicates we are dealing only with continuous transfor-
mations. Thus, symmetry under inversion in three dimensions (parity symmetry)
is not one of the symmetries for which Noether’s theorem can be applied. As a
consequence of the transformations of both the coordinates and the field quanti-
ties the Lagrangian appears, in general, as a different function of both the field
variables and the spacetime coordinates:

L(ηρ(xμ), ηρ,ν(xμ), xμ
)→ L′(η′μ(x ′μ), η′ρ,ν(x ′μ), x ′μ

)
. (13.129)

The version of Noether’s theorem that we shall present here is not the most
general form possible, but is such as to facilitate the derivation without signifi-
cantly restricting the scope of the theorem or the usefulness of the conclusions.
Three conditions will be assumed to hold. The first two are

1. The 4-space is flat; that is, either it is Euclidean, or in the form of
Eq. (7.171), Rαβγσ = 0.

2. The Lagrangian density displays the same functional form in terms of the
transformed quantities as it does of the original quantities, that is,

L′(η′ρ(x ′μ), η′ρ,ν(x ′μ), x ′μ
) = L(η′ρ(x ′μ), η′ρ,ν(x ′μ), x ′μ

)
. (13.130)

This type of condition has not previously entered our discussions of con-
served quantities, mainly because it has been automatically satisfied under the
transformations considered. When cyclic coordinates are transformed by dis-
placement, the functional dependence of the Lagrangian on the variables is
unaltered by the implied shift in origin. But in our present extended types
of transformation, it becomes a symmetry property that needs study. Thus,
the free-field version of the Lagrangian density for the electromagnetic field,
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Eq. (13.118), retains its functional form when Aμ is subject to a gauge trans-
formation, while other forms may not. Note also that Eq. (13.130) ensures
that the equations of motion have the same form whether expressed in terms
of the old or the new variables (form invariance). The condition of form-
invariance is not the most general circumstance under which this is true; the
original and transformed Lagrangian densities may also differ by a 4-divergence
without modifying the equations of motion. Indeed, it is possible to carry out
the derivation of Noether’s theorem with such an extended version of form-
invariance because the volume integral of the 4-divergence term vanishes.
But for simplicity we shall restrict ourselves to Eq. (13.130). The third con-
dition is

3. The magnitude of the action integral is invariant under the transformation,
that is to say, (cf. Hamilton’s principle Eq. (2.1))

I ′ =
∫
�′
(dx ′4)L′(η′ρ(x ′μ), η′ρ,ν(x ′μ), x ′μ

)

=
∫
�

(dx4)L(ηρ(xμ), ηρ,ν(xμ), xμ
)
, (13.131)

where dx4 is the invariant volume element is equal to
√|g| dx0 dx1 dx2 dx3

and
√|g| = √| det(g)| is the square root absolute value of the determinant

of g.

Again, Eq. (13.131) represents an extension of, and includes, our previous
symmetry properties such as cyclic coordinates. The Lagrangian does not change
numerically under translation of a cyclic coordinate, nor does the value of the
action integral. Equation (13.131) will be called the condition of scale-invariance.
Our second and third conditions thus represent generalizations of the symmetry or
invariance conditions that led to the existence of conserved quantities for discrete
systems.

Combining Eqs. (13.130) and (13.131) gives the requirement

∫
�′

L(η′ρ(x ′μ), η′ρ,ν(x ′μ), x ′μ
)

dx ′4 −
∫
�

L(ηρ(xμ), ηρ,ν(xμ), xμ
)

dx4 = 0.

(13.132)
In the first integral, x ′μ now represents merely a dummy variable of integration
and can therefore be relabeled xμ. But of course there remains a change in the
domain of integration, so the condition becomes

∫
�′

L(η′ρ(xμ), η′ρ,ν(xμ), xμ
)

dx4 −
∫
�

L(ηρ(xμ), ηρ,ν(xμ), xμ
)

dx4 = 0.

(13.133)
The sequence of transformations of space and of integration region is illustrated
in Fig. 13.6 for a space of two dimensions. Equation (13.133) says that if in
the action integral over (xμ) space we replace the original field variables by the
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FIGURE 13.6 Schematic illustration of the transformation of the invariant action
integral.

transformed quantities, and transform the region of integration, then the action
integral remains unaltered.

Under the infinitesimal transformations of Eqs. (13.126) and (13.127), the first-
order difference between the integrals in Eq. (13.133) thus consists of two parts,
one being an integral over � and the other an integral over the difference volume
�′ −�. An example in one-dimension will show how the terms are to be formed.
Consider the difference of two integrals:∫ b+δb

a+δa
( f (x)+ δ f (x)) dx −

∫ b

a
f (x) dx =

∫ b

a
δ f (x) dx

+
∫ b+δb

b
( f (x)+ δ f (x)) dx

−
∫ a+δa

a
( f (x)+ δ f (x)) dx .

(13.134)

To first order in small quantities, the last two terms on the right can be written as∫ b+δb

b
f (x) dx −

∫ a+δa

a
f (x) dx = δb f (b)− δa f (a).

To this approximation, Eq. (13.134) becomes

∫ b+δb

a+δa
( f (x)+ δ f (x)) dx −

∫ b

a
f (x) dx =

∫ b

a
δ f (x) dx + f (x) δx

∣∣∣∣
b

a
,

(13.135)

or

=
∫ b

a

[
δ f (x)+ d

dx
(δx f (x))

]
dx .

(13.136)

The multidimensional analog of Eq. (13.135) then says that the invariance con-
dition of Eq. (13.133) takes the form
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�′

L(η′, x ′μ) dx ′4 −
∫
�

L(η, xμ) dx4 =
∫
�

[L(η′, xμ)− L(η, xμ)] dx4

+
∫

S
L(η)δxμ d Sμ = 0. (13.137)

Here, L(η, xμ) is shorthand for the full functional dependence, S is the three-
dimensional surface of the region � (corresponding to the end points a and b
in the one-dimensional case), and δxμ is in effect the difference vector between
points on S and corresponding points on the transformed surface S′ (cf. Fig. 13.7).
Corresponding to Eq. (13.136), the last integral can be transformed by the four-
dimensional divergence theorem, so for the invariance condition we have

0 =
∫
�

dx4
{[L(η′, xμ)− L(η, xμ)

]+ d

dx
(L(η, x) δxν)

}
. (13.138)

Now, by Eq. (13.128), the difference term in the square brackets can be written to
first order as

L(η′ρ(xμ), η′ρ,ν(xμ), xμ
)− L(η(xμ), ηρ,ν(xμ), xμ

) = ∂L
∂ηρ

∣∣∣∣δηρ + ∂L
∂ηρ,ν

∣∣∣∣δηρ,ν .
(13.139)

The important property of the δ change is that it is a change of η at a fixed point
in xμ space (unlike the δ variation, Eq. (13.127)). Hence, it commutes with the
spatial differentiation operator; that is, the order of the quantities

δ and
d

dxν

can be interchanged. Symbolically,

L(η′, xμ)− L(η, xμ) = ∂L
∂ηρ

δηρ + ∂L
∂ηρ,ν

dδηρ
dxμ

, (13.140)

FIGURE 13.7 The integration regions in two dimensions involved in the transformation
of the action integral.
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or, using the Lagrange field equations,

L(η′, xμ)− L(η, xμ) = d

dxν

(
∂L
∂ηρ,ν

δηρ

)
. (13.141)

Hence, the invariance condition, Eq. (13.138), appears as

∫
(dxμ)

d

dxν

{
∂L
∂ηρ,ν

δηρ + L δxν
}
= 0, (13.142)

which is a conserved current equation (cf. arguments on pg. 571).
It is helpful, however, to develop the condition further by specifying the form

of the infinitesimal transformation in terms of R infinitesimal parameters εr , r =
1, 2, . . . , R, such that the change in xν and ηρ is linear in the εr :

δxν = εr Xνr , δηρ = εr�rρ. (13.143)

The functions Xνr and �rρ may depend upon the other coordinates and field vari-
ables, respectively. If the transformation symmetry relates to the coordinates only,
and corresponds to a displacement of a single coordinate xν , then these functions
are simply

Xνr = δνr , �rρ = 0. (13.144)

Thus, the transformations contained in the form of Eq. (13.143) constitute a far
more extensive test for symmetries than we have used thus far. From Eqs. (13.127)
and (13.128), it follows that to first order δη and δη are related by

δηρ = δηρ + ∂ηρ

δxσ
δxσ . (13.145)

Hence,

δηρ = εr (�rρ − ηρ,σ Xσr ). (13.146)

Substituting Eqs. (13.143) and (13.146) in the invariance condition, Eq. (13.128),
we have∫

εr
d

dxν

[(
∂L
∂ηρ,ν

ηρ,σ − Lδνσ
)

Xσr − ∂L
∂ηρ,ν

�rρ

]
dx4 = 0. (13.147)

Since the εr parameters are arbitrary, there exist in analogy with Eq. (13.142),
r conserved currents with differential conservation theorems: (integral of diver-
gence = 0)

d

dxν

{(
∂L
∂ηρ,ν

ηρ,σ − Lδνσ
)

Xσr − ∂L
∂ηρ,ν

�rρ

}
= 0. (13.148)
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Equations (13.148) form the main conclusion of Noether’s theorem, which
thus says that if the system (or the Lagrangian density) has symmetry prop-
erties such that conditions (2) and (3) above hold for transformations of the
type of Eqs. (13.143), then there exist r conserved quantities.

The conservation of the stress-energy tensor is easily recovered as a special
case of Eq. (13.142). If L does not contain any of the xμ, then it, and therefore
the action integral, will be invariant under transformations such as Eq. (13.144),
where λ takes on all the values μ. Equation (13.148) then reduces to

d

dxν

[(
∂L
∂ηρ,ν

ηρ,σ − Lδνσ
)
δσμ

]
= d

dxν

(
∂L
∂ηρ,ν

ηρ,μ − Lδνμ
)
, (13.149)

which is identical with Eqs. (13.29) with Tμν given by Eq. (13.30).
A large number of other symmetries are covered by transformations of the

form of Eq. (13.142). One of the most interesting is a family of transformations
of the field variables only, called gauge transformations of the first kind,* such
that

δx = 0, δηρ = εcρηρ (no summation on ρ), (13.150)

where the cρ are constants. If the Lagrangian density, and therefore the action
integral, is invariant under this transformation, then there is a conservation equa-
tion of the form

d�ν

dxν
= 0, (13.151)

where

�ν = cρ
∂L
∂ηρ,ν

ηρ. (13.152)

Equation (13.151) is in the form of an equation of continuity with �ν in the role
of a current density jν . Hence, invariance under a gauge transformation of the first
kind leads to the identification of a conserved current that would be appropriate
for an electric charge and current density to be associated with the field.

As an illustration, let us consider the first example of Section 13.6, the complex
scalar field. A transformation of the type

φ′ = φeiε, φ∗′ = φ∗e−iε (13.153)

corresponds in infinitesimal form to a gauge transformation of the first type,
Eq. (13.150), with

c = i, c∗ = −i.

*The familiar gauge transformation of the electromagnetic field, which adds a 4-gradient �,μ to Aμ,
is part of a gauge transformation of the second kind and is not considered here.
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It is obvious that the Lagrangian density of Eq. (13.94) is invariant under the
transformation (13.153). Hence, there is an associated current density for the
Klein–Gordon field that can be given as

jμ = iq

(
dφ

dxμ
φ∗ − φ dφ∗

dxμ

)
, (13.154)

which is in agreement with the conventional quantum-mechanical current density.
Note that the entire derivation of the conserved charge current density depends
upon the fact that the field is complex. Thus, as mentioned above, a real field does
not lead to a charge or current density associated with the field. To describe fields
associated with charged particles, we must use a pair of complex fields such as
φ and φ∗ for the (spinless) Klein–Gordon particle.

Note that while Noether’s theorem proves that a continuous symmetry prop-
erty of the Lagrangian density leads to a conservation condition, the converse
is not true. There appear to be conservation conditions that cannot correspond
to any symmetry property. The most prominent examples at the moment are the
fields that have soliton solutions, for example, are described by the sine–Gordon
equation or the Korteweg–deVries equation.

Consider, for example, the Lagrangian density for the sine–Gordon equation,
Eq. (13.107). As x and t do not appear explicitly, the Lagrangian density is invari-
ant under translations of space and time in the manner fulfilling the conditions of
Noether’s theorem. In addition, there is a symmetry under a Lorentz transforma-
tion (in xt space). No other symmetry is apparent. We would therefore expect no
more than three conserved quantities from the application of Noether’s theorem.
Yet it has been demonstrated, by methods lying outside the Lagrangian descrip-
tion of fields, that there exists an infinite number of conserved quantities. That is
to say, an infinite number of distinct functions Fi and Gi that are polynomials of
φ, and derivatives can be found for which

d Fi

dt
+ dGi

dx
= 0, (13.155)

so that the volume integrals of the Fi are constant in time. It appears that the
presence of such an infinite set of conserved quantities is a necessary condition in
order for the field to describe solitons.

Finally, we can easily deduce the version of Noether’s theorem that should
apply to discrete systems. Here the four coordinates of spacetime are no longer
parametric variables on equal footing—the space coordinates revert to their sta-
tus as mechanical variables (or functions thereof), and only time remains to fill
the role of a parameter. The action integral, instead of being a four-dimensional
volume integral,

I =
∫

L dx4,
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is a one-dimensional integral in t as in Eq. (2.1) which is Hamilton’s principle:

I =
∫

L dt.

Instead of the continuously indexed field variables ηρ(xν), we have the discrete
generalized coordinates qk(t). It is straightforward enough to recapitulate with
these translations the steps that led to Noether’s theorem. We could repeat in this
manner the arguments contained in Eqs. (13.126) through (13.148) as applied to
discrete systems. But the effect of the conversion is sufficiently obvious and clear,
that we can readily see the translation need be done directly only on the final
result, Eq. (13.148).

The rules for the translation can be summarized as

L → L ,

xμ or xν → t,

ηρ → qk,

ηρ,ν → q̇k . (13.156)

Further, all sums over 4-valued Greek indices reduce to one term, in t . As a result,
the transformations, Eq. (13.143), under which the Lagrangian is to exhibit form
and scale invariance become

δt = εr Xr , δqk = εr�rk . (13.157)

Equation (13.148), the statement of the conservation theorems resulting from the
invariance, now becomes

d

dt

[(
∂L

∂ q̇k
q̇k − L

)
Xr − ∂L

∂q̇k
�rk

]
= 0. (13.158)

Equation (13.158) is the statement of the conclusions of Noether’s theorem
for a discrete mechanical system.

The expression in the parentheses in Eq. (13.158) is our old friend the Jacobi
integral h of Eq. (2.53), or equivalently in terms of (q, p), the Hamiltonian.
Indeed, we can recover the conservation of h by considering a transformation
that involves a displacement of time only:

Xr = δr1, �rk = 0. (13.159)

If the Lagrangian is not an explicit function of time, then clearly the form of the
Lagrangian and the value of the action integral are unaffected by this transfor-
mation. But Noether’s theorem, Eq. (13.148), then says that as a result there is a
conservation theorem

d

dt

(
∂L

∂ q̇k
q̇k − L

)
= 0,

which is identical with the familiar conclusion of Section 2.6.
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Let us suppose further that a particular coordinate ql is cyclic. Then the
Lagrangian and the action are invariant under a transformation for which

Xr = 0, �rk = δklδrl (13.160)

and Eq. (13.158) immediately implies the single conservation statement

d

dt

(
∂L

∂ q̇l

)
= 0,

or

ṗl = 0.

so the canonical momentum is conserved. Thus, the theorems on the conservation
both of Jacobi’s integral and of the generalized momentum conjugate to a cyclic
coordinate are subsumed under Noether’s theorem as stated in Eq. (13.158).

The connection between symmetry properties of a mechanical system and con-
served quantities has run as a thread throughout formulations of mechanics as
presented here. Having come full circle, as it were, and rederived by sophisticated
techniques symmetry theorems found in the first chapters, it seems an appropriate
point at which to end our discussions.

EXERCISES

1. (a) The transverse vibrations of a stretched string can be approximated by a discrete
system consisting of equally spaced mass points located on a weightless string.
Show that if the spacing is allowed to go to zero, the Lagrangian approaches the
limit

L = 1

2

∫ [
μη̇2 − T

(
∂η

∂x

)2
]

dx

for the continuous string, where T is the fixed tension. What is the equation of
motion if the density μ is a function of position?

(b) Obtain the Lagrangian for the continuous string by finding the kinetic and
potential energies corresponding to transverse motion. The potential energy
can be obtained from the work done by the tension force in stretching the string
in the course of the transverse vibration.

2. (a) Describe the field of sound vibrations in a gas in the Hamiltonian formalism and
obtain the corresponding Hamilton equations of motion.

(b) Generalizing the momentum expansion to a vector field, express the Hamiltonian
for the acoustic modes of a gas in the momentum representation.

3. Obtain Hamilton’s equations of motion for a continuous system from the modified
Hamilton’s principle, following the procedure of Section 8.5.
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4. Show that if ψ and ψ∗ are taken as two independent field variables, the Lagrangian
density

L = h2

8π2m
�ψ ?�ψ∗ + Vψ∗ψ + h

4π i
(ψ∗ψ̇ − ψψ̇∗)

leads to the Schrödinger equation

− h2

8π2m
∇2ψ + Vψ = ih

2π

∂ψ

∂t
,

and its complex conjugate. What are the canonical momenta? Obtain the Hamiltonian
density corresponding to L.

5. Show that

Gi = −
∫
πk ∂ηk

∂xi
dV

is a constant of the motion if the Hamiltonian density is not an explicit function of
position. The quantity Gi can be identified as the total linear momentum of the field
along the xi direction. The similarity of this theorem with the usual conservation
theorem for linear momentum of discrete systems should be obvious.

6. (a) In a 4-space that is not Euclidean, the D’Alembertian is defined as

�2 = =2 = gμν
∂2

∂xμ∂xν
.

Here gμν is the contravariant metric tensor, which in the flat space of special
relativity is indeed the same as gμν . For the metric tensor of trace +2 instead of
−2 used in Eq. (7.33), find the explicit form of the D’Alembertian so defined.

(b) A suitable Lagrangian for the charged scalar meson field in this metric is

L = 1

2

(
gμν

∂φ

∂xμ
∂φ∗
∂xν

− μ2
0φφ

∗
)
.

Show that one of the corresponding field equations is

(�2 − μ2
0)φ = (=2 − μ2

0)φ = 0.

Show also that in light of part (a) this equation is actually identical with
Eq. (13.99).

7. To the Lagrangian density for the scalar charged meson, Eq. (13.94), add the following
term to represent the interaction with an electromagnetic field:

jλAλ

where

jλ = i(φφ∗,λ − φ,λφ∗).

What are the field equations for φ and φ∗? What happens to the conserved currents
and associated conservation theorems?
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8. Suppose the Lagrangian density in Hamilton’s principle is a function of higher deriva-
tives of the field quantities ηρ :

L = L(ηρ; ηρ,μ; ηρ,μν ; xλ).

Assuming the vanishing of the variation at the end points, what is the form of the field
equations corresponding to such a Lagrangian density?

9. Consider a scalar field quantity η that, for simplicity, is a function only of x and t .
Suppose now that the Hamiltonian density is a function of higher spatial derivatives
of η and π , that is,

H = H(η, η,x , π, π,x , π,xx ).

What are the corresponding Hamilton equations of motion?

10. Show that the Korteweg-deVries equation corresponds to the field equation for a scalar
field ψ with Lagrangian density

L = 1

2
ψxψt + α

6
ψ3

x − ν

2
ψ2

xx ,

where the subscripts indicate derivatives with respect to the variables indicated, pro-
vided ψ is a potential function for the quantity φ of Eq. (13.117):

φ = ∂ψ

∂x
.

11. Consider a Hamiltonian density in (x, t) space:

H = η3 + 1
2η

2
,x + π3

,x + 1
2π

2
,xx .

Show that the Hamilton equations of motion correspond to a form of the Korteweg-
deVries equation, Eq. (13.117), if

η = φ(x, t)

π =
∫ ∞

−∞
φ(x ′, t) dx ′.

12. Evaluate explicitly T 0
j /c and Ti j for the symmetrized stress-energy tensor of the free

electromagnetic field as given by

Tμν sym = Tμν −
Aμ,λFλν

4π
= − FλμFλν

4π
+ Lgμν

What can be said about the physical meaning of these components?

13. In a 4-space with metric gμν of trace +2, evaluate explicitly the elements of the
covariant (mathematically speaking) tensor Fμν of the electromagnetic field. Also
give the elements of the matrix with one index lifted and with two indices lifted:

Fλρ = gλμFμν; Fλρ = gλμFμνgρν .
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APPENDIX

A
Euler Angles in Alternate

Conventions and
Cayley–Klein Parameters

The Euler angles as defined in Section 4.4 are specified by an initial rotation about
the original z axis through an angle φ, a second rotation about the intermediate x
axis through an angle θ , and a third roation about the final z axis through an angle
ψ . This sequence is here denoted as the “x convention,” referring to the choice of
the second rotation. For the x convention the Cayley–Klein parameters in terms
of the Euler angles are

α = ei(ψ+φ)/2 cos
θ

2
, β = iei(ψ−φ)/2 sin

θ

2
,

γ = ie−i(ψ−φ)/2 sin
θ

2
, δ = e−i(ψ−φ)/2 cos

θ

2
,

Other conventions are possible, and two in particular have found frequent appli-
cations in particular fields. Formulas will be given here for properties of a general
rotation in terms of the Euler angles of these two alternate conventions.

y CONVENTION

The y convention differs from the x convention only in that the second rotation
is about the intermediate y axis. Transcription from the x to the y convention
is particularly simple because θ retains its meaning in both conventions and the
changes for the other angles are easily obtained. In the x convention, φ is the
angle between the line of nodes and the x axis; in the y convention, it is the same
angle measure to the y axis. Similarly in the x convention, ψ is the angle between
the line of nodes and the x ′ axis; while in the y convention, it is the same angle
relative to the y′ axis. Temporarily using subscripts to indicate the convention
used, these relations imply the connection (cf. Fig. 4.7)

φx = φy + π

2

ψx = ψy − π

2
, (A.1y)

or

sinφx = cosφy sinψx = − cosψy

cosφx = − sinφy cosψx = sinψy . (A.2y)

With this recipe we obtain the following formulas in terms of the Euler angles in
the y convention:
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Rotation matrix.

A =
⎛
⎝− sinψ sinφ + cos θ cosφ cosψ sinψ cosφ + cos θ sinφ cosψ − cosψ sin θ
− cosψ sinφ − cos θ cosφ sinψ cosψ cosφ − cos θ sinφ sinψ sinψ sin θ

sin θ cosφ sin θ sinφ cos θ

⎞
⎠

(A.3y)

The same result can be obtained by noting that the exchange of y for x corre-
sponds to a rotation of the reference frames about the z axis through an angle of
−π/2 or 3π/2. We can therefore translate the A matrix from x convention to y
convention by a similarity transformation by the orthogonal matrix G:

G =
⎛
⎝0 −1 0

1 0 0
0 0 1

⎞
⎠ (A.4y)

again leading to Eq. (A.3y).

Cayley–Klein parameters. For this convention the Cayley–Klein parameters are

α = e
i
(
ψ+φ

2

)
cos

θ

2
β = e

i
(
ψ−φ

2

)
sin

θ

2

γ = −e
−i
(
ψ−φ

2

)
sin

θ

2
δ = e

−i
(
ψ+φ

2

)
cos

θ

2
. (A.5y)

Euler parameters. It immediately follows from the definitions of e0 − ex in Sec-
tion 4.5 and Eq. (A.4y) that in the y convention the Euler parameters are given
by

e0 = cos
ψ + φ

2
cos

θ

2
e2 = cos

ψ − φ
2

sin
θ

2

e1 = sin
ψ − φ

2
sin

θ

2
e3 = sin

ψ + φ
2

cos
θ

2
. (A.6y)

Components of angular velocity. Either by direct use of the translation equations,
(A.2y), or by following through the physical meanings of the component parts of
v, we can obtain the following components of v along the body axes in the y
convention:

ωx ′ = −φ̇ sin θ cosψ + θ̇ sinψ

ωy′ = φ̇ sin θ sinψ + θ̇ cosψ

ωz′ = ψ̇ cos θ + ψ̇. (A.7y)

Similarly, the components of v along the space axes are

ωx = −θ̇ sinφ + ψ̇ sin θ cosφ

ωy = θ̇ cosφ + ψ̇ sin θ sinφ (A.8y)

ωz = ψ̇ cos θ + φ̇.
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Finally, note that

cos

(
�

2

)
= e0 = cos

ψ + φ
2

cos
θ

2
(A.9y)

which is the same as Eq. (4.63) for the x convention.

xyz CONVENTION

In this convention each rotation is about a differently labeled axis. Obviously, var-
ious sequences of rotations are still possible. It appears that most U.S. and British
aerodynamicists and pilots prefer the sequence in which the first rotation is the
yaw angle φ about a z axis, the second is the pitch angle θ about an intermediary
y axis, and the third is a bank or roll angle ψ about the final x axis (or figure axis
of the vehicle). Of the three elementary rotation matrices D remains the same as
Eq. (4.43), C appears as

C =
⎛
⎝cos θ 0 − sin θ

0 1 0
sin θ 0 cos θ

⎞
⎠ , (A.10xyz)

and B is the same as Eq. (4.44) (with ψ in place of θ , of course). The product
BCD gives the following formulas:

Rotation matrix.

A =
⎛
⎝ cos θ cosφ cos θ sinφ − sin θ

sinψ sin θ cosφ − cosψ sinφ sinψ sin θ sinφ + cosψ cosφ cos θ sinψ
cosψ sin θ cosφ + sinψ sin θ cosψ sin θ sinφ − sinψ cosφ cos θ cosψ

⎞
⎠

(A.11xyz)

Cayley–Klein parameters. These parameters have the form

α = δ∗ =
(

cos
ψ

2
cos

θ

2
− i sin

ψ

2
sin

θ

2

)
eiφ/2

β = −γ ∗ =
(

cos
ψ

2
sin

θ

2
+ i sin

ψ

2
cos

θ

2

)
e−iφ/2. (A.12xyz)

Euler parameters. From Section 4.5 and Eqs. (A.12xyz), it follows that the Euler
parameters are

cos
�

2
= e0 = cos

ψ

2
cos

θ

2
cos

φ

2
+ sin

ψ

2
sin

θ

2
sin

φ

2

e1 = sin
ψ

2
cos

θ

2
cos

φ

2
− cos

ψ

2
sin

θ

2
sin

φ

2
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e2 = cos
ψ

2
sin

θ

2
cos

φ

2
+ sin

ψ

2
cos

θ

2
sin

φ

2
(A.13xyz)

e3 = − sin
ψ

2
sin

θ

2
cos

φ

2
+ cos

ψ

2
cos

θ

2
sin

φ

2
.

Note that the cosine of the total angle of rotation now has a different form from
either the x or the y convention.

Components of angular velocity. Clearly vψ lies along the body x axis, vφ along
the space z axis, and vθ along the intermediate axis, and therefore in the final yz
plane. The resulting components along body axes are

ωx ′ = ψ̇ − φ̇ sin θ

ωy′ = θ̇ cosψ + φ̇ cos θ sinψ

ωz′ = −θ̇ sinψ + φ̇ cos θ cosψ. (A.14xyz)

Similarly, the components of v along the space axes are

ωx = ψ̇ cos θ cosφ − θ̇ sinφ

ωy = ψ̇ cos θ sinφ + θ̇ cosφ

ωz = φ̇ − ψ̇ sin θ. (A.15xyz)

The previous editions of this work dealt with the Cayley–Klein parameters in
more depth.
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B Groups and Algebras

As we have seen in almost every chapter of this text, invariances in the formu-
lation of classical mechanics display themselves as symmetries in the equations
of motion. This property is formally discussed in Section 13.7 as Noether’s theo-
rem. Newtonian mechanics was formulated with the explicit assumption that the
laws are invariant under any Galilean transformation to another inertial frame.
In the special theory of relativity, the laws are formulated to be invariant under
Lorentz transformations between inertial frames. The general theory of relativ-
ity is formulated to remove the restriction of using inertial frames. These and
other invariances and transformation properties that we have discussed can be
understood in terms of groups of transformations. In many cases, physicists deal
extensively with representations of groups, rather than the groups themselves, so
we will put some stress on representations. For example, the set of 3 × 3 rotation
matrices with determinant +1, which appear so extensively in the text, is a repre-
sentation of the special orthogonal group in three dimensions (denoted by SO(3)).
Since the reader’s knowledge of groups may not be extensive, we will begin with
basics by defining a group and give some examples of finite groups. We shall then
discuss infinite groups* and representations.

PROPERTIES OF GROUPS

A group is a set of objects called elements with a product operation and the fol-
lowing defining properties:

1. Closure—the product of two elements equals a third element in the group.
If a and b are elements in the group, the product ab = c where c is also a
member of the group.

2. Multiplication is associative—if a, b, and c are group members, a(bc) =
(ab)c.

3. The group contains a unit element, I , called the identity with the property
that for all elements of the group, a = aI = I a.

4. Each element a of the group has an inverse element, a−1 with the property
aa−1 = a−1a = I.

A group is abelian if the multiplication operation commutes; that is, for all
elements a and b of the group, ab = ba. If any of the group elements fail to

*Mathematicians at this point will use a different terminology for infinite groups. We shall follow the
physicist’s convention of referring to both finite and infinite collections of elements as groups.

605



“Z02 Goldstein ISBN AppB” — 2011/2/14 — page 606 — #2

606 Appendix B Groups and Algebras

TABLE B.1 Multiplication Table for the Four-Element Cyclic Abelian Group, C4

1 −1 i −i

1 1 −1 i −i
−1 −1 1 −i i

i i −i −1 1
−i −i i 1 −1

commute, then the group is nonabelian. An example of a finite abelian group is the
set of elements {1,−1, i,−i} where 1 is the identity, and i = √−1 . This group
has four elements, so it is said to be of order h = 4. This group multiplication
table is shown in Table B.1.

Each group element appears once and only once in each row and in each col-
umn of the multiplication table. This group can be generated from one element, i ,
called the generator, with the property

i2 = −1, i3 = −1, i4 = 1, (B.1)

so it is called C4, the cyclic group of four elements. Any cyclic group, Cn , of
order h = n elements has a generator element A with the property that the mth
element of the group, Am , is of the form

Am = Am, (B.2)

where

An = I. (B.3)

A dihedral group, Dn , is a group with h = 2n members and two generators
A and F with the properties

An = I and F2 = I. (B.4)

A subgroup is a collection of some of the elements of a larger group that by
themselves form a smaller group. For example, in C4 as we can see from the
multiplication table, the elements 1 and −1 form a subgroup. Two elements b and
c are conjugate with respect to each other if for some element of the group, a,

aba−1 = c. (B.5)

The collection of all elements “c” conjugate to b as a runs through all the elements
of the group is called a class. All classes are disjoint subsets of the group with
each element belonging to one and only one class. For abelian groups, such as the
one shown in Table B.1, all elements are their own class. The identity element, I ,
always belongs to a class by itself. The class structure is important for nonabelian
groups.

There are two groups with six elements, the cyclic group C6 and the dihedral
group D3. The elements of D3 are usually denoted by I , A, B, C , D, and F . The
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generator A has the property A3 = I . It generates the element B

AA = A2 = B, (B.6)

and A−1 = B and B−1 = A, since

AB = B A = I. (B.7)

The element F , has the property F2 = I and generates the remaining two ele-
ments C and D through multiplications of A and B. The elements C , D and F
are their own reciprocals since F2 = C2 = D2 = I ; that is,

C−1 = C, D−1 = D, and F−1 = F. (B.8)

This is a nonabelian group since, for example, the elements A and C do not
commute

AC = F C A = D. (B.9)

The group multiplication table is shown in Table B.2.
The subgroups are

subgroup 1 → I,C

subgroup 2 → I, D

subgroup 3 → I, F

subgroup 4 → I, A, B.

The six elements divide into three classes,

class 1 I

class 2 A, B

class 3 C , D, F .

Note that in Table B.2 class 3 appears only in the upper-right and the lower-
left quadrant of the multiplication table, while classes 1 and 2 appear only in the
upper-left and lower-right. This shows the representations that are possible for D3.

TABLE B.2 The Multiplication Table for the Dihedral Group, D3

I A B C D F

I I A B C D F
A A B I F C D
B B I A D F C

C C D F I A B
D D F C B I A
F F C D A B I
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REPRESENTATIONS OF GROUPS

A representation of a group is a set of matrices that satisfies the multiplication
table of the group.* By a representation we mean what is more precisely called
an inequivalent irreducible representation, �i , or a set of m × m matrices that
cannot be simultaneously decomposed into lower-order matrices. A theorem in
group theory states that the number of irreducible representations, k, is equal to
the number of classes, and the sum of the squares of the dimensions, li , of the
irreducible representations, �i equals the group order, h. That is,

k∑
i=1

l2
i = h, (B.10)

where h is the number of elements in the group, k is the number of irreducible
representations, and li is the dimension of the i th representation. For the group
D3, k = 3 and h = 6, so Eq. (B.10) becomes

l2
1 + l2

2 + l2
3 = 6, (B.11)

whose only solution is li = l2 = 1, l3 = 2. There is, as for all groups, a one-
dimensional identity representation, �1, in which we map each element onto +1.
Another one-dimensional representation of D3 is the set �2 = {1,−1},where the
mapping is {I, A, B} → 1 and {C, D, F} → −1 as can be seen from Table B.2.
The two-dimensional matrix representation, �3, can be given in terms of the unit
matrix and the Pauli matrices:

I =
[

1 0
0 1

]
, σ1 =

[
0 1
1 0

]
, σ2 =

[
0 −i
i 0

]
, σ3 =

[
1 0
0 −1

]
, (B.12)

with

I = 1, A = − 1
2

(
I − iσ2

√
3
)
, B = − 1

2

(
I + iσ2

√
3
)
,

C = 1
2

(√
3σ1 + σ3

)
, D = − 1

2

(√
3σ1 − σ3

)
, F = σ3. (B.13)

Notice how the group elements in class 3 involve only σ1 and σ3. Thus, they
are independent of the matrices I and σ2, as is expected from the structure of the
multiplication table. However, since each representation has an identity element,
there is no simple association between classes and representations.

The representation of a group can be faithful or unfaithful. For a faithful matrix
representation, each element in the group is represented by a unique matrix. In an
unfaithful matrix representation, more than one element in the group is repre-
sented by the same matrix. The representations �1 and �2 of D3 are unfaithful,
while �3 is a faithful representation. A faithful representation is an isomorphism

*Mathematicians always mean matrices when they refer to representations. Some field theorists take
a more general meaning.
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or a one-to-one mapping of the group elements onto the matrices of the rep-
resentation. An unfaithful representation is a homomorphism or a many-to-one
mapping.

We have discussed the dihedral group D3 as an abstract entity, that is, as a
set of elements that satisfy a group multiplication table, and which has a two-
dimensional representation that is a set of matrices also satisfying the same multi-
plication table. Groups also have mathematical and physical realizations in nature.
For example, the permutation group of three numbers (123) is a D3 group. It has
the identity (123), three twofold cycles (213), (132), and (321), which correspond
with the elements C , D, and F , and two threefold cycles, (231) and (312), which
correspond to the elements A and B. A physical realization of this group is the
symmetry operations of an equilateral triangle. The elements A and B are 120◦
and 240◦ rotations about a centered axis perpendicular to the plane of the triangle,
and the reflection planes m1, m2, and m3, correspond to the elements C , D, and F
of the group. This is sketched in Fig. B.1. We say that the abstract group D3, the
threefold permutation group and the invariance group of operations on the equi-
lateral triangle are isomorphisms because there is a one-to-one mapping between
their elements.

As a further example, let us consider the quaternion group, Q, which is one
of the five groups of order 8 (8 elements). The multiplication table is normally
written as shown in Table B.3. This group has 5 classes

Class 1 → I

Class 2 → −I

Class 3 → ±e1

Class 4 → ±e2

Class 5 → ±e3

From Eq. (B.10), we have

l2
1 + l2

2 + l2
3 + l2

4 + l2
5 = 8,

2

m2

m1m3

1 3

FIGURE B.1 Equilateral triangle showing the three mirror planes mi .
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TABLE B.3 The Multiplication Table for the Quaternion Group

I −I e1 −e1 e2 −e2 e3 −e3

I I −I e1 −e1 e2 −e2 e3 −e3
−I −I I −e1 e1 −e2 e2 −e3 e3
e1 e1 −e1 −I I e3 −e3 −e2 e2

−e1 −e1 e1 I −I −e3 e3 e2 −e2
e2 e2 −e2 −e3 e3 −I I e1 −e1

−e2 −e2 e2 e3 −e3 I −I −e1 e1
e3 e3 −e3 e2 −e2 −e1 e1 −I I

−e3 −e3 e3 −e2 e2 e1 −e1 I −I

which has the solution

l1 = l2 = l3 = l4 = 1, and l5 = 2. (B.14)

For the one-dimensional representations, all elements can be mapped into +1,
or they can be mapped into the one-dimensional representation � = {1,−1}
by {I,−I, e1,−e1} → +1 and {e2,−e2, e3,−e3} → −1. The two-dimensional
faithful matrix representation has elements (cf. Eq. (B.12))

I = I, −I = −I, ±e1 = ∓iσ1, ±e2 = ∓iσ2, and ± e3 = ∓iσ3.

(B.15)
Thus far we have confined our attention to finite groups. However, the rotations

in three-space and the Lorentz transformations are infinite dimensional groups
since the rotation angles and the boost velocities can take on values from the
continuum. The set of all proper (determinant = +1) 3 × 3 rotation matrices
are a faithful representation of the special orthogonal group in three dimensions,
SO(3). If we add the inversion operation, we include the improper rotations with
determinant = −1 and obtain the larger orthogonal group O(3). The group SO(3)
is a subgroup of the group O(3). The set of Lorentz transformation matrices in
one direction constitutes a group with the O(3) a subgroup. If we allow boosts in
two directions, we have a much larger group of inhomogeneous Lorentz transfor-
mations.

The sum of the diagonal elements of a matrix is called the trace of the matrix.
The trace of the matrix in an irreducible representation, �i , is called the character,
χi , of that matrix. The character of a matrix in a representation is determined by
the class; that is, all the matrices of a representation that correspond to the same

TABLE B.4 The Character Table for the Dihedral Group D3

D3 C1 2C2 3C3

�1 1 1 1
�2 1 1 −1
�3 2 −1 0
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class have the same character. For the dihedral group D3, the relation between the
classes Ci of the two-dimensional representation, �3, is given as follows:

TABLE B.5 Characteristics of the Dihedral Group D3

Class Ci Elements Character χi

Class 1 I +2
Class 2 A, B −1
Class 3 C , D, F 0

For the one-dimensional representations �1 and �2 of D3, the characters are the
same as the one-dimensional matrices. This information can be most conveniently
expressed in a character table. For D3, this is shown in Table B.4.

In Table B.4, the headings nCm on the columns give the number of elements
n in the class Cm of that row. The characters in the first row for class C1 also
give the dimensionality of the representation. The rows of the character table are
orthogonal to each other, provided we take into account the number of elements in
each column. For example, considering �2 and �3, we have 1×2+2×(1×−1)+
3 × (−1 × 0) = 0. In quantum mechanics the �i ’s can represent energy levels
split from a parent atomic state by an electric field environment of D3 symmetry.

LIE GROUPS AND ALGEBRAS

The terms Lie group and the associated idea of Lie algebra are used in several
chapters. A Lie group is a manifold, which is also a group. A manifold is a contin-
uous geometric object; for example, Euclidean space, the spacetime of the special
theory, and a circle of radius 1 in the complex plane are all manifolds. Most of
the manifolds considered in physics are continuous manifolds.* For a manifold
to be a Lie group, there must exist a group operation (termed multiplication) for
all pairs of points in the manifold, which is consistent with the continuous nature
of the manifold. Consider four points in the manifold a, b, c, and d and denote
the group operation of a and c by ac. Consistent means, if a and b are close to
each other and c and d are also close to each other, then ac, ad, bc, and bd are
all close to each other. If we restrict our attention to the Lie groups that physicists
are likely to encounter, there are only a few. One set of Lie group elements cor-
responds to rotations in odd dimensions, for example, the three-dimensional ro-
tation group O(3). A second set is the rotations in even dimensions, for example,
the Lorentz group in 4 dimensions. Another set involves the unitary groups, for
example, SU(2), which is the set of 2 × 2 unitary matrices with determinant +1.

*A continuous manifold is a manifold with the concept of nearness. That is, for every point, P , in the
manifold, there exist other points in the manifold that are as close to P as desired. As the mathemati-
cians would say, for every point, P , in the manifold and given any ε > 0, there exists another point in
the manifold that is closer to P than ε, no matter how small ε.
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The final set contains the symplectic groups (See Section 9.4). There are also five
special finite groups.

Corresponding to the Lie groups are Lie algebras, which are flat vector spaces
with a Lie bracket or commutator defined for a set of vector fields, {τi }, which can
serve as the basis vectors of the space. These vectors satisfy

[τi , τ j ] = τiτ j − τ jτi = ci j
kτk (summation convention for k) (B.16)

where the ci j
k (which clearly satisfy ci j

k = −c ji
k) are called the structure con-

stants of the algebra. All Lie algebras must, by symmetry, satisfy the Jacobi
identity

J (τi , τ j , τk) = [τi , [τ j , τk]] + [τ j , [τk, τi ]] + [τk, [τi , τ j ]] = 0. (B.17)

For example, the Pauli matrices satisfy Eqs. (B.16) and (B.17) with the structure
constants ci j

k = 2iεi jk , where εi jk is the Levi–Civita density symbol. They form
a Lie algebra.

There is a distinction between the elements of the Lie group and the elements
of the Lie algebra. The manifold of the Lie group is not conceptually identical
with the flat vector space of the Lie algebra. The relation between the Lie group
and the associated Lie algebra is exponential. The Lie algebra is the logarithm of
the Lie group, and conversely the Lie group is the exponential of the Lie algebra
in the following sense. Let am be a member of the Lie group, then

am = e
(
i
∑

k θm
kτk
)
, (B.18)

where τk is a basis vector of the Lie algebra. The equal sign is interpreted as a
one-to-one uniqueness. For infinite dimensional Lie groups and algebras, the sum
in Eq. (B.18) is replaced by an integral and m is replaced by a continuous index.
Each quantity θm

k is the kth component (along the basis vector τk) of a vector θm

of the algebra associated with the mth element of the Lie group. The vector θ is
said to parameterize the Lie group and the Lie algebra.

An example of the group–algebra relationship is provided by the SU(2) rep-
resentation of the rotation group. The algebra basis vectors are the unitary Pauli
matrices Eq. (B.12) which satisfy Eq. (B.16) (cf. page 412) with the structure con-
stants given above. For a rotation through the angle θ about the direction of the
unit vector n, we have the rotation matrix Q(θ,n) where n is a unit vector

Q = I cos
θ

2
+ in ? s sin

θ

2
. (B.19)

This can be written in the form of Eq. (B.18)

Q = e[i(θ/2)n ? s]. (B.20)
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This follows from the expansion of the exponential in a power series. An expan-
sion of the scalar product

n ? s = nxσx + nyσy + nzσz (B.21)

enables us to identify 1
2 nkθ with the parameter θm

k of Eq. (B.18) and to identify τk

as σk . The matrices Q are a faithful representation of SU(2). The use of SU(2) was
introduced into classical dynamics long before quantum mechanics was devised.
It was used because SU(2) notation allows a finite rotation to be described in
terms of a single angle and a single direction vector (cf. Eq. (B.21)). For a more
extended discussion, see Section 4.5 of the 2nd edition of this text.

Another example of the Lie group–Lie algebra relationship is the Heisenberg
algebra which, in one dimension, has the three elements x , p and I , and the three
commutators

[x, p] = I = ih/2π,

[x, I ] = 0 (B.22)

[p, I ] = 0.

An associated Lie subgroup comprises the infinite set of elements eiαp which
transform a wavefunction |x > in the quantum-mechanical coordinate represen-
tation as follows:

eiαp|x >= |α + x >, (B.23)

where α is a real constant. Another Lie subgroup comprises the eiβx operators
which transform a wavefunction |p > in the quantum-mechanical momentum
representation in the following manner:

eiβx |p >= |β + p >, (B.24)

where β is real. The overall Heisenberg Lie group is formed by group multiplica-
tion of the corresponding subgroup elements eiαp with eiβx .

For most physical theories, there exists an action that remains unchanged in
value for certain continuous chances in the dynamical variables. This is used in
Chapters 1, 7, 8, 10, and 13 to derive dynamical equations of the Lagrange and
Hamiltonian approaches. We can now see that the set of transformations of the
dynamical variables that leave the action integral unchanged form a representation
of the invariance group (often a Lie group) of that physical theory.

CLIFFORD ALGEBRAS

The three Pauli matrices σk , their three counterparts iσk , the 2×2 unit matrix I and
the matrix i I together form another type of algebra called a Clifford algebra. The
lowest order Clifford algebra contains the two elements i and 1. A higher order
Clifford algebra is formed from the 4 × 4 Dirac matrices γi and their products.
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The γi can be expressed as direct products of Pauli matrices and the unit matrix I
as follows:

γ1 =
[

0 σ1
σ1 0

]
γ2 =

[
0 σ2
σ2 0

]
γ3 =

[
0 σ3
σ3 0

]

γ4 =
[

I 0
0 −I

]
(B.25)

In a Pauli matrix Clifford algebra formalism the scalar (A ?B) and cross (A3B)
products combine into a single operation AB called a geometric product: AB =
A ?B+A3B. The coordinate vector is written in the form r = xs1+ ys2+zs3,
so the Pauli matrices act as basis vectors. A quantity (S,V|Vp, Sp) defined in this
algebra, called a multivector, has one scalar component S, three vector compo-
nents Vx , Vy , Vz , three pseudovector components from Vp, and one pseudoscalar
component Sp. Several examples of multivectors and multivector transformations
are:

energy-momentum 4-vector (0, 0|p, E/c) (B.26a)

electromagnetic field tensor (0,E|cB, 0) (B.26b)

space rotation (cos θ/2, 0|n sin θ/2, 0) (B.26c)

special Lorentz transformation ([{γ − 1}/2]1/2,−b[{γ + 1}/2]1/2|0, 0)
(B.26d)

identity transformation (1, 0|0, 0) (B.26e)

The first four expressions constitute various ways of combining the nonzero parts
of the four terms S, V , Vp, and Sp in pairs. For example, the electromagnetic
fields B and E combine together in a multivector in which E is the vector part,
cB is the pseudovector part, and the scalar and pseudoscalar components are zero.
Note that Eq. (B.26c) reduces to (B.26e) in the limit θ ⇒ 0. In this formalism the
product of two successive individual rotations about different axes automatically
provides the axis direction n and angle θ of the equivalent single rotation, infor-
mation which cannot be readily obtained from the usual rotation matrix product
operation. This convenient successive rotation technique involving the use of half
angles was described in Section 4.5 of the second edition of the present text, and
is omitted in the present third edition to make room for new material. The Clifford
algebra approach was developed by Hestenes in his New Foundations for Classi-
cal Mechanics where he calls it geometric algebra (see selected bibliography).

GROUP THEORY CLASSIFICATION OF ELEMENTARY PARTICLES

The power of group theory is demonstrated by the simple unitary group SU(n)
classification schemes of elementary particles. We briefly discuss this for baryons.
A small submultiplet containing N baryons is classified in terms of an SU(2)
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representation by its isospin number I where

N = 2I + 1. (B.27)

For example I = 1/2 for the neutron, proton pair n and p, and I = 1 for the
sigma triplet 
−, 
0, and 
+. Each particle is labeled by its m I value, where for
a given I the m I values have integer spacings in the range −I ≤ m I ≤ I . When
the next higher unitary group SU(3) is invoked a new quantum number called
strangeness, s, is added, and various SU(2) submultiplets with different s values
group together in the larger irreducible representations �i of SU(3). Each baryon
has three quarks called up (u), down (d) and strange (s) for a total of 33 = 27
combinations (e.g., a proton has the uud grouping), and the SU(3) group theory
classification divides these 27 into three irreducible representations �1, �8 and
�10, with �8 appearing twice, and the respective dimensionalities of �i add as
follows

�1 + �8 + �8 + �10 = 1 + 8 + 8 + 10 = 27 (B.28)

Figure B.2 presents a plot of s versus m I for the particles of the ground state SU(3)
octet �8 which combines four SU(2) submultiplets: (n, p, I = 1/2), (�0, I = 0),
(
−, 
0, 
+, I = 1), and (�−, �0, I = 1/2). A higher order classification of
the baryons in terms of the special unitary group SU(4) takes into account a fourth
quark c called charm, and groups together SU(3) multiplets in terms of their total
charm values. Now there are four types of quarks, u, d, s, and c, corresponding
to 43 = 64 baryon quark combinations. Figure B.3a shows a plot of the 20-fold
SU(4) supermultiplet formed by horizontal groupings of SU(3) multiplets, with
each particle labeled by its quark composition. In the lowest level we find the
ground state uncharmed baryons of Fig. B.2, that is baryons which contain only
combinations of the quarks u, d, and s. The middle level contains singly charmed
particles, that is baryons with one c and two ordinary quarks, and the upper layer
contains doubly charmed particles such as �+

cc with the quark content scc. Figure
B.3b shows another of the SU(4) supermultiplets.

�1�1

�2

s

mI

n p

��

�� �0

�0 �0
��

FIGURE B.2 Plot of strangeness (s) on the ordinate versus isotopic spin (m I ) on the
abscissa. The strangeness ranges from −2 to 0 while the isotopic spin ranges from −1 to
+1. Horizontal lines of constant strangeness contain SU(2) submultiplets.
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FIGURE B.3 Two of the 20-fold supermultiplets of the SU(4) classification of baryons.
Charm (c) is plotted vertically and strangeness (s) and isotopic spin (m I ) are plotted on the
horizontal plane. (a) has the uncharmed ground-state octet, �8 of Fig. B.2 at the bottom. (b)
is the plot of another supermultiplet of SU(4). (See Phys. Rev., D54, Part 1, 1996, p. 100.)

These classification schemes are of more than academic interest because they
provide selection rules for predicting elementary particle interactions, such as the
conservation of strangeness for strong and electromagnetic interactions, but not
for weak interactions. Mesons, each of which contains a quark plus an antiquark,
also conform to classification schemes by the simple unitary groups SU(n).
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CHAPTER 1

Exercise 11

For a conservative force, curl F must be zero. Hence, evaluating curl F

curl F =

∣∣∣∣∣∣∣∣
î ĵ k̂

∂

∂x

∂

∂y

∂

∂z
yz zx xy

∣∣∣∣∣∣∣∣
= î

[
∂

∂y
(xy)− ∂

∂z
(zx)

]
+ ĵ

[
∂

∂z
(yz)− ∂

∂x
(xy)

]

+ k̂

[
∂

∂x
(zx)− ∂

∂y
(yz)

]
= 0.

Since ∑
i

[
∂

∂y
(xy)− ∂

∂z
(zx)

]
= 0,

the force is conservative.

Exercise 12

Orbital radius for the satellite r = 6720 km

= 6.72 × 106 m.

Orbital period T = 2πr

R

√
r

g

= 2 × 3.14 × 6.72 × 106

6000 × 103
×
√

6.72 × 106

9.83

= 5815 s.

617
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Orbital velocity v = R

√
g

r

= 6000 × 103 ×
√

9.83

6.72 × 106

= 7.25 × 103 m/s.

Hence, the orbital angular velocity ω = v

r

= 7.25 × 103

6.72 × 106

= 1.07887 rad/s.

Exercise 23

aa

A

TT

B

3g

Pulley

2g

Choosing the upward direction as the reference direction,
we get

For A: T − 2g = 2a (1)

For B: T − 3g = −3a (2)

Eq. (1)–Eq. (2) g = 5a ∴ a = g

5
.

Alternatively, choosing the downward direction as the refer-
ence direction, we get

For A: − T + 2g = −2a (3)

−T + 3g = 3a (4)

Eq. (3)–Eq. (4) − g = −5a

a = g

5
.

Hence, the acceleration of the masses is a = g
5 .

Putting this value of ‘a’ in Eq. (1), we get, T = 12
5 g.

CHAPTER 3

Exercise 18

The perihelion distance r1 = 1

1 + e

The aphelion distance r2 = 1

1 − e

Hence,
r2

r1
= 1 + e

1 − e
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The angular momentum of Earth being conserved at all points in its orbit, we
have

mev1r1 = mev2r2,

where me is the mass of Earth and v1 and v2 are the velocities at the perihelion
and aphelion, respectively.

∴ v1

v2
= r2

r1
= 1 + e

1 − e
= 1 + 0.023

0 − 0.023
= 1.047.

Exercise 27

V = −Gme

R

= −G

R
× 4

3
πR3ρ, where ρ is the mean density of Earth

= −G · 4

3
πR2ρ

= −6.6 × 10−6 × 4

3
× 3.14 × (6.1 × 108)2 × 5

= −51.41 × 1014 erg/gm.

Exercise 30

The number of particles Nφ scattered/s at an angle φ is given by

Nφ α cosec4
(
φ

2

)

N(6◦)
N(4◦)

= cosec4(6◦/2)
cosec4(4◦/2)

=
(

sin 2◦

sin 3◦

)4

=
(

2

3

)4

(for small θ , sin θ → θ ),

∴ N(6◦) = N(4◦) ×
(

2

3

)4

= 106 × 16

81

= 0.1975 × 106 particles/s.

CHAPTER 5

Exercise 16

X =
∑

mi xi∑
mi

i.e. = m1x1 + m2x2 + m3x3

m1 + m2 + m3
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2 = 40x1 + 50x2 + 60x3

40 + 50 + 60

30 = 4x1 + 5x2 + 6x3. (1)

The 70 gm mass is placed at a point (x4, y4, z4) so that the new center of mass of
the combination is at (0, 0, 0), then

0 = 40x1 + 50x2 + 60x3 + 70x4

40 + 50 + 60 + 70
,

4x1 + 5x2 + 6x3 + 7x4 = 0 (2)

Eq. (1)–Eq. (2) 7x4 = −30

x4 = −30/7

Similarly, y4 = z4 = −30/7

Hence, the 70 gm mass must be placed at

(
−30

7
,−30

7
,−30

7

)
.

CHAPTER 6

Exercise 6

The equation of motion of the other pendulum if one is damped is

m
d2x

dt2
= −kx − mgx

l
(for small oscillations)

or
d2x

dt2
+
[

k

m
+ g

l

]
x = 0,

which represents a simple harmonic motion of period

T = 2π√
k
m + g

l

= 2π√
3

0.23 + 10
8

= 1.24 s.

Exercise 9

Potential energy in the resting position = 8 J

Potential energy at maximum displacement = 13 J

Gain in potential energy = 13 − 8 = 5 J
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Hence,
1

2
K x2 = 5

1

2
K (1)2 = 5

∴ K = 10 N/m.

CHAPTER 7

Exercise 14

(a) l = l0

√(
1 − v2

c2

)

= 2

√
1 −

(
.73c

c

)2

= 1.366 m.

(b) l0
2

= l0

⎛
⎝
√

1 − v2

c2

⎞
⎠

∴ 2

√
1 − v2

c2
= 1

4

(
1 − v2

c2

)
= 1

∴ v2

c2
= 1 − 1

4

= 3

4

∴ v

c
= 0.866

∴ v = 0.866c.

Hence, when the rod travels at 0.886c, its length will be half its rest length.

Exercise 18

(a) m = m0√
1 − v2

c2
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= 9.1 × 10−31√
1 −

(
0.84c

c

)2

= 16.77 × 10−31 kg.

(b) when ν → 0, m → ∞ as the denominator → 0

As the mass → ∞, it will be impossible to accelerate an electron to the velocity
of light.

Exercise 20

� t = � τ√
1 − v2

c2

= 28 × 10−9√
1 − (0.8)2

= 46.6 × 10−9 s

= 46.6 nano second.

Exercise 22

(a) Realtivistic mass m = p

c

= h

λc

= 6.62 × 10−34

3 × 108 × 6600 × 10−10

= 3.343 × 10−36 kg.

(b)

m

λ
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m = constant

λ

m → ∞ as λ→ 0

m → 0 as m → ∞

Exercise 24

Given l = 12 m

v = 35 km/s = 3.5 × 104 m/s

λ = 5 × 10−5 cm = 5 × 10−7 m

Fringe shift �N = 2lv2

c2λ

= 2 × 12 × (3.5 × 104)2

(3 × 108)× 5 × 10−7

= 0.653

Exercise 29

Kinetic energy = (m − m0)c
2

= 3 MeV

∴ m = m0 + 3 × 106

c2
ev

= 9.1 × 10−31 + 3 × 106 × 1.6 × 10−19

(3 × 108)2

= 6.243 × 10−30 kg.

Since m = m0√
1 − v2

c2

,

we have 6.243 × 10−30 = 9.1 × 10−31√
1 − v2

(3×108)2

∴ v = 2.968 × 108 m/s.

Exercise 30

The obseved wavelength λ′ = λ(
1 − v

c

)
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= λ
[
1 − v

c

]−1

= λ

[
1 + v

c
+ v2

c2
· · ·
]

(1)

Assuming v
c to be � 1, the higher terms can be neglected; hence, Eq. (1) becomes

λ′ = λ
[
1 + v

c

]

i.e. v = λ′ − λ
X

· c

= 5435 − 5100

5100
× 3 × 108

= 1.9 × 107 m/s

Hence, the star is moving away from us with a speed of 1.9 × 107 m/s.

CHAPTER 9

Exercise 22

{Q, P} = ∂Q

∂q
· ∂P

∂p
− ∂Q

∂p
· ∂P

∂q

∂Q

∂q
=

√
2 · 1

2
· q−1/2 · eα cos p;

∂P

∂p
=
√

2q · e−α cos p

Hence, {Q, P} = 2 × 1

2
× e0 cos2 p + 2 × 1

2
× e0 sin2 p

= 1.

Hence, the transformation into (Q, P) basis is canonical.

Exercise 23

p · dq − P · d Q = p · dq −
√

2 · log(sin p)
[√

2 · q · sec2 p · dp

+
√

2 · tan p · dq
]

= p · dq − 2q · log(sin p) · sec2 p · dp

− 2 log(sin p) · tan p · dq
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= [p − 2 log(sin p) tan p] · dq

− 2q log(sin p) sec2 p · dp

= d[q(p − 2 log(sin p) tan p]

This is an exact differential. Hence, the transformation is canonical.

Exercise 24

In order to show that the given transformation is canonical, the required conditions
are that

[Q, Q] = [P, P] = 0 and [Q, P] = 1

In the given case,

[Q, Q] = ∂Q

∂q
· ∂Q

∂p
− ∂Q

∂p
· ∂Q

∂q
= 0

Similary, [P, P] also becomes zero. Evaluating,

[Q, P] = ∂Q

∂q
· ∂P

∂p
− ∂Q

∂p
· ∂P

∂q

= 0 × q · 2p −
(
− 1

p2
× p2

)
= +1

∴ [Q, P] = 1.

Therefore, the given transformation is canonical.
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explanations of the correspondence between the 2×2 complex unitary matrices
of SU(2) and the 3× 3 real orthogonal matrices of O(3), including the Cayley-
Klein parameters. These discussions involve applications of Clifford algebras
to classical mechanics.
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Classical mechanics, 1–600
Clifford algebra, 614, 629
Closed orbit, 89, 452
Colliding beam, 304
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Commensurability, 463

condition, 464
Commensurate, 105, 463

completely, 464
condition, 464
frequency, 462
m-fold, 464
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quantum mechanics, 392, 398
relations, 170
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point transformation, 370
variation, 36
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Conjugate momentum, 55,
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differential theorem, 594
energy function, 62
momentum, 403
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rheonomous, 13
rigid body, 12
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conditions, 572
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Continuous system, 265, 558, 568
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Contour integration, 469
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cyclic, 55, 343, 369, 445
generalized, 13, 19, 239
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mass weighted, 241, 258
normal, 251, 257, 259
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pseudo-Cartesian, 294

rotating, 175
Coriolis, 174–179

acceleration, 176
circulation of fluid

dynamics, 177
deflection, 176–178, 182
effect, 125, 174–179, 326

on meteorological
phenomena, 177

force, 175
Foucault pendulum, 179
hemisphere, 178
pressure gradient, 176

Correspondence principle, 325,
390, 392, 398

Poisson bracket, 388, 391,
392, 398

Cosmological constant, 328
Cosmology, 626
Coulomb

field, 109, 110
law, 274
scattering, 110

Coupled electrical circuits, 53
Covariant

definition, 277
equation, 297
Hamiltonian, 349, 352
Lagrangian, 318, 321, 322,

350, 351
principle, 325
relativistic, 577
vector, 289

Cramer’s rule, 149, 263
Cross section

high energy limit, 127
Rutherford, 110
total, 110

Crossing the T, 8
Current

conserved, 594, 595
density, 588

elastic rod, 568
field flow, 568, 571, 594
flow, RL circuit, 52

Curvature scalar, 327
Cyclic

coordinate, 56, 343, 369
Kepler problem, 445

group, 606

Cyclotron
frequency, 318, 553
resonance, 318

δ-function, 588
δ-variation, 38
δi j Kronecker delta, 138,

181, 190
�-variation, 357–359
D’Alembert

characteristic, 548
principle, 16–20, 46, 313

D’Alembertian, 296
Damping, 519

exponential, 262
van der Pol equation, 490

Deflection angle, scattering, 113
Degeneracy, 244, 465

conditions, 465
exact, 547
Kepler problem, 470, 484
proper, 547
vibrational modes and

frequencies, 257
Degrees of freedom, 13, 245, 255,

342, 427, 541, 549, 563
Hamiltonian, 342
many, 457
molecular vibrations, 256
n particles, 13
oscillator, 264
rigid body, 135
vibration, 257

Delaunay variables, 477
Delta
δ-function, 588
δ-variation, 38
Kronecker (δi j ), 138, 181, 190

Dense quasi-periodic orbits, 491
Derivative, functional, 574
Deterministic, 483
Differential equation,

inhomogeneous, 259
Diffusion, 524
Dihedral group, 606, 607
Dilation of time, 279
Dimension

Cantor set, 516
fractal, 516, 517
Hausdorff, 517
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Dipole moment
gravitational, 226
magnetic, 185, 230

Dirac δ-function, 588
Direction cosines, 136

orthogonality, 138
transformation, 139

Dissipation
exponential damping, 263
forces, 258, 259
function, 21–24, 53, 63, 261

Rayleigh, 23
Disturbing function, 533
Divergence, 295

4-divergence, 296
relativistic, 565
theorem, four dimensional,

581, 593
Divergenceless, 581
Doppler effect, 329
Drag force, 24, 52
Dual space, 292
Duffing oscillator, 523

inverted, 524
Dumbbell molecule, 347
Dynamic steady state, 267

εi jk Levi-Civita density,
permutation symbol,
169, 410

Earth
equatorial bulge, 223
figure axis, 226
Lagrangian for precession,

227
potential, 226, 227
precession, 226
spinning ring, 228
torques, 236

Earth-Moon system, 124
Eccentric anomaly, 99
Eccentricity, 94, 95, 532

Sun and Moon, 227
Ecliptic, 208, 228
Eigenvalue, 156–158

angular momentum, 411
equation, 157

oscillations, 241
Euler’s theorem, 157
inertia tensor, 194, 196

linear triatomic molecule, 254
problem, 157
transformation matrix, 160

Eigenvector, 247
indeterminacy, 258
inertia tensor, 196
linear combination, 248
orthonormal, 249
oscillations, 244

Eigenwerte (German for
eigenvalue), 156

Einstein
field equations, 327, 538
summation convention, 139
tensor, 327
velocity addition law, 283, 328

Elastic
collision, 118, 120, 306
scattering, 120
solid, 563
wave, 560

Electric circuit
equation, 264
Lagrangian, 53

Electromagnetic
field, 30, 51, 55, 274,

571, 587
Lagrangian, 350
Lagrangian, covariant, 351

potential, 342
radiation, 54
theory, 276

Elementary particle, 51, 54,
300, 614

Ellipse, 81
figure, 96
harmonic oscillator, 377
orbit equation, 484
phase space plot, 97–98
properties, 97
semimajor axis, 95, 475
shape, scale, orientation,

105, 473
table, 97

Ellipsoid
Binet, 203, 204
inertia, 196, 201
kinetic energy, 204, 258

rigid body, 185–188
moment of inertia, 197

Ellipsoidal coordinates for
Hamilton-Jacobi
equation, 479

Elliptic
function, 89
integral, 234
region for chaos, 504

Elsewhen, 279
Elsewhere, 279
Energy

center of, 312
conservation, 61

central force, 74, 77
free, Gibbs, 337
free, Helmholtz, 337
function, 61–63, 314

conserved, 61–63
hypersurface, 494
potential, 4

Ensemble, 419
microcanonical, 421

Enthalpy, 336
Equant, 129
Equation

of motion, 74
of state, gas, 85

Equilateral triangle group, 609
Equilibrium

generalized forces, 238
indifferent, 240
neutral, 240
stable, 238
statistical, 421
unstable, 239

Equinox, 539
precession, 223–230

Equipotential curve
gravitation, 125
Hénon-Heiles, 498

Equivalence principle,
324, 346

Ergotic hypothesis, 418
Ether, 566
Euclidean

dimension, 518, 519
space, 517

Euler
equations, 198, 199, 234

derived from Lagrange’s
equations, 200
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heavy symmetrical top, 210
symmetric body, 205

inhomogeneous function, 86
parameters, 155, 182, 602, 603
solution of three body problem,

122
theorem, 155–161

homogeneous functions, 320
Euler angles, 150–154, 196, 601

angular velocity, 602, 615
conventions, 154
figure, 152
infinitesimal, 165
left handed, 152
SU(2) rotation, 412
time changes, 210
x-convention, 154, 601
xyz-convention, 154, 603
y-convention, 154, 601

Euler-Lagrange, 564
complex scalar field, 583
electromagnetic field, 587
equation, 45, 64, 65, 319, 354
relativistic equation, 564, 588

Event, 279, 311
Extremum

path, 40
problem, 39
surface area, 40

Faraday tensor, 297, 298
Feigenbaum

diagram, logistic equation, 510,
513–515

number, 514
plot, 506
point, 511

Fermat’s principle, 360
Field

canonical equations, 574
classical theory, 571
complex, 596

scalar, 583
definition, 566
elastic, 51
electromagnetic, 30, 51, 55, 274,

571, 587
elementary particle, 51
equation, Lagrange-Euler, 583
gravitational, 176, 185, 210, 274

relativistic, 571
scalar 287, 583

meson, 571, 599
theory, 558–589

Hamiltonian formulation,
571–577

Noether’s theorem, 589–598
relativistic, 583–598

Figure axis, 539
Fission, 120
Fluid

dynamics, 419
perfect, 579

Flux density, 107
Force

central, 8, 70
centrifugal, 175, 176
cut off, 111
driving, 259
effective, 80, 94, 175
electromagnetic, 259
external, 5
generalized, 19, 21, 59, 238
gradient of potential, 10
gravitational, 93
inertial, 5
internal, 5, 12
inverse square, 77, 92
linear restoring, 83
long range, 110
Lorentz, 22, 131, 237, 317, 350
Minkowski, 299, 322
relativistic, 297
reversed effective, 18, 80
strong, 300
weak, 300

Foucault pendulum, 179, 183, 184
Four-vector, see 4-vector
Four-velocity, see 4-velocity
Fourier

series, 14, 126, 574
convergence, 545
multiple, 460

transform, 274
Fractal, 516, 629

area, 521
dimension, 490

Sierpinski carpet, 519
geometry, 491
self-similarity, 505, 514

Free energy
Gibbs, 337
Helmholtz, 337

Frequency
characteristic, 266
commensurate, 106
critical, 266
cyclotron, 318, 553
driving, 490
imaginary, 244
Larmor, 231
resonant, 490

Friction, 23
atmosphere, 31
drag, 24
electrical, 52
oscillating system, 262
rolling, 17

Functional, 287, 293
derivative, 574, 575

Future, 279

Galactic center, 496
Galaxy model, Hénon-Heiles, 496,

497, 516
Galilean

system, 2
transformation, 276–280

Gas, equation of state, 85
Gauge transformation, 595

general, 628
General relativity, 324
Generalized

force 19, 20, 57, 58
mechanics, 65

Generating function, 371, 372
canonical transformations, table

of, 373
chaos, 488
infinitesimal

canonical transformation
(I.C.T.), 403

rotation, 404
Poisson bracket, 404, 406
symplectic, 394
table, 373

Geodesic 40, 324–326, 361
deviation, 325

Geoid, 176
Geostrophic wind, 178
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Gibbs free energy, 337
Glory scattering, 114
Goldschmidt solution, 65
Gradient, 295
Gram-Schmidt method, 249
Gravitational

charge, 226
field, 176, 185, 210, 274
quadrupole moment, 226

Greek subscript convention, 286
Group

abelian, 605
canonical transformation,

387
class, 607
conjugation, 606
cyclic, 606
definition, 605
dihedral, 606, 607
generator, 606
Lorentz, 282, 610
multiplication table, 606
properties, 387, 605–611
quaternion, 610
representation, 608
rotation, 171
symmetry, 412

for system, 413
symplectic, 387, 612
theory, 605

Gyration, radius of, 198
Gyrocompass, 223
Gyromagnetic ratio, 230
Gyroscope

inertia, 222
torque free mounting, 213

Hamilton’s principle, 34–36,
44–50, 313, 324, 354,
562, 564

Lagrange’s equations derivation,
44, 45

modified, 354, 355, 598
nonholonomic systems,

45–50
Hamiltonian, 334–353

as total energy, 339
covariant, 349, 352
degrees of freedom, 342
density, 573, 586

formulation
continuous systems, 572
relativistic mechanics, 349

generates canonical
transformation, 420

generator of system motion, 399
Hénon-Heiles, 492, 497, 522
perturbation, 526
quantum mechanics, 613
symplectic, 576

Hamiltonian formulation, 334–363
advantages, 51–54
characteristic function, 434,

440–444
comparison of characteristic and

principal functions,
442–443

conservation theorems, 347–349
cyclic coordinates, 343–349
Hamilton equations of motion,

334–363, 368, 397, 402
derived from variational

principle, 353
least action principle, 356–363

Legendre transformation
derivation, 334–342

principal function, 430–434,
433, 528

compared with characteristic
function, 442

relativistic formulation, 349–353
Routh procedure, 347–349
symplectic approach, 339–343
variational principle derivation,

353–356
Hamilton-Jacobi theory and

equation, 334, 430–451,
488, 528, 549, 628

central force, 448
chaos, 485
completely separable, 444
cyclic coordinates, 445–451
ellipsoidal coordinates, 479
harmonic oscillator, 434–439
method, 434–439
new constant coordinates, 432
Kepler problem, 445–451

spherical coordinates, 451
separation of variables,

444–445

two methods of solution, 442
Handedness convention, 169
Harmonic oscillator, 434–440,

485
action-angle variables, 455,

456, 485
adiabatic invariant, 550
canonical transformation, 377
constants of motion, 417
coordinate space plot, 440
damped, 269

driven, 505, 507
ellipse, 377
Feigenbaum plot, 508
Hamilton-Jacobi, 434–440
isotropic, 82

three dimensional, 274
perturbation, 529, 542
phase diagram, 380
Poisson brackets, 417
relativistic, 316
two dimensional, 415, 416

anisotropic, 437
Heading angle, 154
Heisenberg

algebra, 613
picture, 408

Helmholtz free energy, 337
Hénon-Heiles

chaos, 484
equipotentials, 498
galaxy model, 516
Hamilton equations, 497
Hamiltonian, 492, 496, 497, 522
islands in chaos, 502
Poincaré map, 499–501
potential, 497

Hermitean matrix, 412
Herpolhode, 202, 203
Hertz principle of least

curvature, 361
Hierarchy of islands, 504, 505
High energy physics, 300
Hodograph, 131
Holonomic, 12

constraint, 12
system, 199

Homogeneous
function, 320
problem, 320, 359



“Z06 Goldstein ISBN SubjectIndex” — 2011/2/11 — page 639 — #7

Subject Index 639

Homomorphism, 418, 609
Hooke’s law, 53, 92, 316, 559
Hoop

rolling, 50
vertical, 66

Huygens’ waves, 132
Hydrodynamic derivative, 419
Hyperbola, 81, 316
Hyperbolic

motion, 315
point, 504
region, 504

Hypersurface, 580
energy, 494
spacelike, 580

Hypocycloid, 64
Hysteresis, 270, 271, 523

I.C.T. (infinitesimal canonical
transformation), 385, 386,
402, 403, 408, 410, 413

Identity transformation, 146, 156
Ignorable, see cyclic
Imbedding in chaos, 514–516
Impact parameter, 107
Inclination, 532
Incommensurate, 548

frequency, period, 462, 489, 548
oscillator, 521

Inelastic collision, 118
Inertia

ellipsoid, 197, 201
tensor, 191

components, 195
diagonal, 196
eigenvalue, 195, 196
eigenvector, 196
integral, 194
principal axes, 196
principal moments, 197
properties, 195
similarity transformation, 196

Inertial
frame, 2
system, definition, 2

Infinitesimal
canonical transformation, 385,

386, 396, 398, 399, 401
rotation, 163, 166

Infrared spectroscopy, 258

Instability, 205
Integrability breakdown, 502
Integral

invariants of Poincaré, 394
Jacobi, 62
line, 35
variation, 44

Integrating factor, 15
Invariable plane, 202
Invariance

adiabatic, 549
condition, 594
group, 613
logistic equation, 484
Lorentz, 302
Poisson bracket, 388
rotation, 60
scale, 591
translation, 60

Inversion, 150, 181
Islands

in chaos, 502, 503
hierarchy, 504, 505
various orders, 504

Isomorphism, 608

J -matrix, 342, 382–389, 393
Poisson bracket, 388

Jabberwocky, 202
Jacobi

determinant, 394
form of least action principle,

361
identity, 393, 398, 424, 428

integral 62, 566, 597
Lagrange brackets, 424
Poisson bracket, 390

matrix of canonical
transformation, 427

Josephson junction, 265,
271, 627

KAM (Kolmogorov-Arnold-
Moser) theorem, 484,
487–492

Kamiltonian, 370
Kepler

equation, 102, 126, 131
second law, 73
third law, 101, 470

Kepler problem, inverse square law
potential, 70–126, 347, 415

action variables, 471
action-angle variables, 466
closed orbits, conditions, 89–92
cyclic coordinate, 445
equations of motion, 72–76
equivalent one body problem,

70–71
equivalent one dimensional

problem, 76–83
inverse square law, 92–98
Lie algebra, 414
motion in time, 98
orbit equation, 86–89, 98–103
perturbation, 536
Poincaré map, 495, 496
scattering, 106–121
spherical polar coordinates, 467
symmetry group, 414
virial theorem, 472

Kinematics
rigid body, 134, 184
tools, 184

Kinetic energy
ellipsoid, 203
rigid body, 184
rotational, 191
total, 10

Kinetic theory, 85, 112
Kirchhoff junction conditions, 66
Klein-Gordon

equation, 585
field, 585
particle, 596

Kolmogorov-Arnold-Moser
(KAM) theorem, 484,
487–492

Korteweg-deVries equation,
596, 600

Kronecker delta (δi j ), 138,
181, 190

Laboratory
frame, 302
system, transformation, 306
time, 279

Lagrange
bracket, 392–394

fundamental, 393
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calculus of variations, 36
equations, 16, 21–23

derivation from Hamilton’s
principle, 44, 45

Euler equation derivation, 200
Nielsen form, 30
perturbation, 533

multipliers, 16, 67
point, 124
solution of three body

problem, 123
undetermined multiplier, 198

Lagrangian
applications, 24–29
central force, 71
conserved quantities, 566
covariant, 318, 321,

322, 352
definition, 21
density, 564, 567, 583

continuous system, 561–566
discrete system, 558–560

electromagnetic field, 350
formulation versus

Newtonian, 199
from Hamilton’s principle, 44
heavy symmetrical top, 208
precession of Earth, 227
relativistic, 312
rigid body, 185, 199
separable, 185

Laplace transform, 264
Laplace-Runge-Lenz vector,

102–106, 131, 428
Larmor

frequency, 231
precession, 318
theorem, 232

LC circuit, 51
Least action principle, 356, 361
�-variation, 359
Jacobi form, 361
restrictions, 358

Legendre
polynomial, 539
polynomial generating

function, 224
transformation, 334, 335,

375, 549
Levi-Civita density, (εi jk ) 169, 410

Liapunov exponent, 491, 519
damped pendulum, 519
diagram, 520
dimension, 521
logistic equation, 514, 519
negative, 492
Sierpinski carpet, 519
solar system, 494

Libration, 452, 455, 460
Lie

algebra, 171, 412–415, 611–613
definition, 412
Kepler problem, 414
Poisson bracket, 392
structure constant, 413, 612

bracket, 171
relations, 415

group, 411, 412, 611–613
subgroup, 613

Light cone, 279, 280
Lightlike, 278, 304
Limit cycle, 489

figure, 491
van der Pol equation, 491

Line of nodes, 150, 473
Linear momentum, 1

particle, 1
system of particles, 6
total, 6

Liouville theorem, 419–421,
428, 483

Lissajous figure, 83, 258, 439,
458, 462

noncommensurate, 464
sketch, 440, 463

Ljapunov, see Liapunov
Logistic equation, 509, 628

control parameter, 510
Feigenbaum diagram, 510,

513–515
fourfold cycle, 510
iterations, 510
Liapunov exponent, 512, 514
self-similarity, 514
twofold cycle, 510

Longitude of ascending node, 474
Lorentz, 282

boost, 282
force, 22, 131, 237, 350
frame, 580

group, 282, 610
invariance, 302, 577
ten constraints, 282
transformation, 280–265

boost, 282
equations for ct ′ and r ′, 281
general matrix, 281
homogeneous, 282
inhomogeneous, 282, 610
invariance, 302
pure, 284
scattering, 306

Lorenz condition, 297
Lorenz equations, 523
Lyapunov, see Liapunov

M-matrix, 382–389, 394
MacCullagh formula, 225
Mach’s principle, 324
Magnetic

field
charge particle motion,

22, 317
uniform, 409

moment, 230
rigidity, 318

Manifold, 576, 611, 627
Mapping, 287

quadratic, 503
Mass

center of, 312
reduced, 71
weighted coordinates, 241

Matrix
addition, 145
antisymmetric, 148, 165
cofactor, 340
determinant, 159
hermitean, 412
infinitesimal element, 164
inverse, 147
J -, 342, 383–389
M-, 382–389, 394
multiplication, 144
orthogonal, 147
reciprocal, 147
rectangular, 147
skew symmetric, 148
transpose, 147
unitary, 412
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Maxwell’s equations, 54, 276,
297, 350

covariant form, 298
Mean anomaly, 102
Mechanics, see Classical

mechanics
Merry-go-round, 183
Meson, 616

scalar, 571, 599
Metric

Minkowski space, 287, 580
matrix, 287

tensor, 327
MeV, definition, 32
Microcanonical ensemble, 421
Million electron volt,

definition, 32
Minimum

gravitational coupling
principle, 325

surface of revolution, 40
Minkowski

coordinate, 288
force, 299, 322
space, 278, 580

two dimensional, 287
Mixing, 516

property of chaos, 491
Mode, normal, 252
Moderator, 120
Molecule

internal coordinates, 272
linear triatomic, 272
pentatomic, 272
polyatomic, 258, 259

rotation and vibration,
180

triatomic, 274
vibrating, 253, 258

linear polyatomic, 558
Moment

of force, definition, 2
of inertia, 191

about axis of rotation, 192
choice of origin, 193
coefficients, 187
ellipsoid, 197
integral, 194
operator, 188
parallel axes, 193

Momentum
angular, 187, 344
canonical, 55, 314
center of, 312
conjugate, 55, 335, 351
conservation, 403
density, 569, 573, 579
electromagnetic, 55
generalized, 55, 56
linear, 1, 6, 24, 344
representation, 576, 598

Monochromatic light, 259
Monogenic, 34
Monopole, magnetic, 131, 426
Motion

bounded, 80, 484
chaotic, 491–493
equation, 74
hyperbolic, 315
periodic, 484

Multiplet, 615
Multiply periodic, 458, 461
Multivector, 614

Napier’s rules, 476
Network, electrical, 264
Neutron scattering, 120
Newtonian

equations of motion, 199
formulation versus

Lagrangian, 199
mechanical corpuscles, 132
second law, 1, 299
third law, 6

Nielsen form of Lagrange’s
equations, 30

No-interaction theorem,
324, 353

Node
ascending, 472
line of, 150, 473

Noether’s theorem, 344, 566,
589, 594

conditions, 590
conserved current, 594
conserved quantities, 418
discrete, 596, 597
statement of, 594,

595, 597
symmetry properties, 598

Non-Euclidean, 278
Nonabelian group, 606
Noncommensurate, 464
Nonholonomic system, 45
Noninertial system, 175
Normal

behavior in chaos, 515
coordinates, 250, 251
modes, 252, 256

Number theory theorem, 463
Nutation, 215

heavy symmetrical top, 209, 214

O(3) group, 610
Oblateness

Earth, 229
Moon, 229

Occupation number, 253
One dimensional problem,

equivalent, 76
One-form, see 1-form
Operational calculus, 274
Optics

geometric, 112
meteorological, 114

Orbit
bounded, 80
chaotic, 522
circular, 80, 81, 94
closed, 452

conditions for, 89
commensurate, 106
degenerate, 106
elliptic, 94, 95, 484
equation, 99

of state, 86
integration, 93

hyperbolic, 94, 110
inclination, 474
open, 452
osculating, 531
parabolic, 94
phase space, 452
quasi-periodic, 490
reflection symmetry, 87
regular, 522
satellite, 229
shape, scale, orientation,

105, 473
stable, 90
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unbounded, 79
unstable, 90

Orbiting, 113
Orthogonal

matrix, 147
transformation, 139

Orthogonality condition, 140
Oscillation, 238–265

eigenvalue equation, 241–249
forced, 259–265
free vibration frequencies,

249–253
Josephson junction, 271
normal coordinates, 249–253
pendulum, damped and driven,

265–271
potential expansion, 238–241
principal axis transformation,

241–249
triatomic molecule, 253–258

Oscillator
anharmonic, 545
double, 486
parametric, 508

Parabola, 81, 94, 128
Parametric resonance, 505, 508,

509
Parity, 590
Past, 279
Pauli matrices, 412, 612, 613
Pendulum

damped driven, 265
double, 14
equation, 267
hysteresis, 270
periodicity, 453
perturbation, 533
phase angle, 533
plane, 234
spherical, 83, 428

Pentatomic molecule, 272
Periapsis, 99, 108, 540, 541
Periastra, 474
Pericynthion, 99
Perigee, 474
Perihelion, 99, 100, 474,

477, 484
Mercury, 332, 538, 539

Period doubling, 516

Periodic
frequency, 455
motion, 452, 484

libration, 452
rotation, 452

multiply, 458
orbits of pendulum, 454
quasi, 461

Permutation
group, 609
symbol (εi jk ), 169, 173, 181

Perturbation, 487
action-angle variables, 541
adiabatic invariance, 549–555
degeneracy, 547, 548
fast variable, 547
first order, 530, 534, 537
Hamilton-Jacobi equation, 543
Hamiltonian, 526
harmonic oscillator, 529
Kepler problem, 536
n-th order, 530
pendulum, 533
precession

equinoxes, 539
Mercury, 538, 539
satellite orbits, 539

second order, 534, 544
secular, 532, 535
slow variable, 547
solar system, 532
theory, 229, 338, 483,

526–555
quantum, 526
time dependent, 526–533

examples, 533–541
time independent, 541–549

Phase space, 335, 370, 453, 573
ellipse, 97–98
harmonic oscillator, 380

damped driven, plot of, 507
uncoupled, 486, 487

Kepler problem, 97–98
orbits, 454
point transformation, 370
regular orbits, Hénon-Heiles,

502
trajectory, 353

Photomeson production, 304
Photon, 253

Pitch angle, 154, 603
Planck’s constant, 380
Poincaré

integral invariants, 394
map, (or section), 494, 495

Hénon-Heiles, 499–501
Kepler problem, 495

transformation, 282
Poinsot’s construction, 201, 202,

206, 234
Point

inflection, 42
Lagrange, 124
saddle, 124
transformation, 30,

370, 422
configuration space, 370
phase space, 370

turning, 78
Poisson

equation, 225
theorem, 398

Poisson bracket, 388–411
angular momentum, 408–411
applications, 396
canonically invariant, 390
conservation theorem,

402–404
correspondence principle,

390, 398
double, 390
equation of motion,

396–398, 407
fundamental, 389, 411
generating function, 402–406
infinitesimal canonical

transformation (I.C.T.),
398–405

integral invariants of
Poincaré, 394

invariance, 388
Jacobi identity, 390
Jacobian determinant, 394
Lagrange bracket, 392
Lie algebra, 392
linear and angular

momentum, 411
nested, 408
perturbation theory, 532
symmetry groups, 411–418
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symplectic, 388, 389
theorem, 411

Polar coordinate, 72
central force Lagrangian, 73
plane, 25
spherical, 31

Polhode, 202
Polyatomic molecule,

258, 259
linear, 558
rotation and vibration, 180

Potential, 4
energy, 4

equilibrium, 239
total, 11

equivalent one dimensional,
central force, 78

generalized, 21
gradient, 10
Hénon-Heiles, 497, 498
hole, 82
integrable, 86
linear restoring force, 83
power law, 86, 87
scalar, 20
velocity dependent, 21–24

Power series, 43
Precession, 206

astronomical, 208, 228
average frequency, 217
Earth, 207, 226
equinoxes, 209, 223–229
fast and slow, 219
force free motion, 207
free body, 205
heavy symmetrical top, 209
Larmor, 231
magnetic field, 230
Mercury, 332, 538, 539
orbital plane, 540
pseudoregular, 218
regular, 218
satellite, 228
system of charges, 230
Thomas, 282, 330

Principal axis transformation,
241

Proper time, 279, 310, 321
Proton-neutron reaction, 304
Pseudoscalar, 614

Pseudotensor, 189
Pseudovector, 168, 614
Ptolemaic system, 129

Q value, 304
Quadratic

forms, diagonalization, 252
iterator, 509
mapping, 503

Quadrature, 75, 76, 211
Quadrupole moment

gravitational, 226
Sun, 541

Quantization, 54
Quantum

commutator, 392
corrections, 115
electrodynamics, 54
field theory, 576
Hamiltonian, 613
Heisenberg picture, 408
mechanics, 111

Bohr, 466
perturbation theory, 526
scattering, 120
theory, 290
transition from classical

mechanics, 76
Quark, 615
Quasi-

periodic, 461, 490
static motion, 268

Quaternion group, 609

Radius
gyration, 198
vector, 73

Rainbow scattering, 114
Raman spectroscopy, 258
Randomness, 483
Rayleigh’s dissipation function,

23
Reactance, 53
Regularity, 488

breakdown, 488
Relativity, 276–328, 627

4-vector, 287
angular momentum,

309–312
collisions, 300–309

electromagnetism, 297–300
force, 297–300
general, 324–328, 538
Lagrangian, 312–324
metric tensor, 287, 288, 291
reduced mass, 71
spacetime, 278–280
special, 265, 276–324

postulates, 277
Representation

faithful, 608, 613
group, 608
irreducible, 608
momentum, 576

Repulsive centrifugal barrier, 78
Residue, 469
Resonance, 260, 548

deep, 549
parametric, 509
shallow, 549
transients, 260
vibrating system, 260

Resonant frequency of linear
triatomic molecule, 255

Reversed effective force, 80
Reversible process, 336
Rheonomous, 13
Ricci tensor, 327
Riemann

surface, 469
tensor, 326, 327

Rigid body, 12
angular momentum, 185–188
definition, 134–138
degrees of freedom, 134
equations of motion, 184,

198–200
Euler

equations, 198–200
theorem, 155, 156

heavy symmetrical top motion,
208–223

kinematics, 134, 184
Lagrangian, 199
motion, 134, 155–174
nutating, 209, 214
orientation, 169
rotation, 155–174

finite, 161–163
infinite, 163–171
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solving problems, 198
torque free motion, 200–223

Rigidity, 318
Roll angle, 154, 603
Rolling

constraint, 14
disk, 15
hoop, 50

Rössler equations, 523
Rotation, 141, 452, 455

active sense, 143
clockwise, 162
counterclockwise, 170
finite, 161
formula, 162, 170
generator, 171
group, 171
infinitesimal, 162, 163
instantaneous axis, 172
kinetic energy, 191
matrix, 142
passive, 169

sense, 143
proper, 158
trace, 160
vector, 59

Routh
Kepler problem, 348
procedure, 57, 347
Routhian, 348

Rutherford
cross section, 110

Satellite
artificial, 229
close, 229
orbiting Earth, 474
orbits, 223, 229

Scalar, 189, 293
curvature, 327
field, 287
meson, 571

field, 599
potential, 20
product, Minkowski space, 288,

290, 291
scale invariance, 591
transformation, 370

Scattering, 106, 306
angle, 112, 308, 309

center of mass, 116
cross section 107
deflection angle, 114
differential cross section,

107, 119
elastic, 118, 120, 306
glory, 114
inelastic, 118
laboratory coordinates,

114–120
neutron, 120
rainbow, 112
Rutherford, 111

Schrödinger
quantum theory, 576
spacetime, 566
vector, 286
velocity, 588
wave function, 571

Schrödinger equation, 54,
584, 599

Schwarzschild solution of Einstein
field equations, 538

Scleronomous, 13, 25
Screening, nucleus, 111
Screw

motion, 161
symmetry axis, 161

Secular
change, 531
equation, 157, 244

linear triatomic molecule, 254
perturbation, 532, 535

Self-similarity, 505, 514
fractal, 516–519
logistic equation, 513–515

Semiclassical approximation, 114
Semiholonomic, 46, 48, 49
Semimajor axis, 95, 475
Semiminor axis, 101
Sensitivity to initial

conditions, 491
Separation constant, 445
Siderial

day, 175
year, 538

Sierpinski
carpet, 517–519, 522

fractal dimension, 518
sponge, 522

Sigma elementary particle, 615
Similarity transformation, 149,

158, 189
trace, 160

Simultaneity, 580
Sine-Gordon

equation, 585
field, 585

SO(3) group, 413, 418, 610
SO(4) group, 414
SO(n) group, 418
SOHO, 126
Solar day, 175
Soliton, 587, 596
Sound vibrations in gas, 598
Space

configuration, 34, 357
dual, 292
filling, 521
Minkowski, 278, 290

Spacelike, 278, 580
Spacetime, 278

interval, 278
Special relativity, 276

postulates, 277
Spherical triangle, 181, 476
Spin angular momentum,

11
Spiraling, 113
Stability, 205

marginal, 493
Staeckel conditions, 446, 447
Stationary

path, 37
value, 35

Steady state, dynamic, 267
Stochastic, 483
Stokes’ law, 24, 52
Strange attractor, 490,

492, 500
dimension, 521
fractal dimension, 520
Hénon-Heiles, 500, 501

Strangeness, 615
Stress

energy tensor, 566, 570, 589
conservation, 595
properties, 578
symmetrize, 572, 600

tensor, 570
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Strong
law of action and reaction, 7
nuclear force, 300

Structure
analogy, 54
constant, 412, 413, 612

SU(2) group, 413, 418, 611, 614,
616, 629

SU(3) group, 418, 615
SU(4) group, 616
SU(n) group, 418, 614, 616
Subgroup, 606
Submultiplet, 614
Summation convention, 138,

169, 186
Superconductivity, 627
Supermultiplet, 614, 616
Susceptance, 53
Symmetry

groups, 411–418
mechanical systems, 411–418
properties, 60
spherical, 60, 72

Symplectic, 343, 381
approach, 339, 343
canonical transformation,

381, 382
condition, 384, 387, 422
generating function, 394
group, 387, 611
Hamilton’s equations, 343
matrix, 384
Poisson bracket, 388, 397

System
continuous, 568
discrete, 558
vector, 409, 410, 413

Tachyon, 278
Tait-Bryan angles, 154
Tardyon, 278
Taylor series, 239

potential expansion, 482
Temperature, definition, 85
Tensor, 188–191

alternating, 169
Cartesian, 189
definition, 293
first rank, 189
inertia, 191–198

isotropic of rank 3, 169
metric, 286
moment of inertia, 191–198
product, 294
properties, 188
rank, 293
second rank, 188
slots, 293
unit, 190
wedge product, 295
zero rank, 189

Thermodynamics, 336
Thomas

frequency, 285
precession, 282, 330

Three body problem, 121–126, 626
Euler solution, 122
Lagrange solution, 123
restricted, 124, 133

Threshold energy, 302–305
Time dilation, 279
Timelike, 278
Top

Euler equations, 210
fast, 215, 221
heavy symmetrical, 200,

208, 482
with one point fixed, 208
motion, 208, 212

sleeping, 221
symmetric, 627
tippie, 221
uniform, 221

Topological dimension, 518
Torque, 2

critical, 266
damping, 266
gravitational, 223
pendulum, 266

Torus, 487, 492
Tour de force, 407
Trace of similarity

transformation, 160
Transformation

active sense, 143
canonical, 368–421

infinitesimal, 396
restricted, 371, 382

congruence, 245,
246, 252

equation, 14
extended canonical, 371
formal properties, 144
Galilean, 281
gauge, 595
generating function, 371
identity, 146, 156, 395
improper, 151, 168
infinitesimal, 165

canonical (I.T.C.), 396
Transformation (cont.)

Legendre, 375, 549
examples, 375

linear, 187
Lorentz, 280
matrix, 144

elements, 140
operator, 142
orthogonal, 139–150, 184
passive sense, 143
point, 31, 370, 422
principal axis, 241
proper, 151
restricted canonical, 371, 382
rigid body rotation, 139–155
scale, 370
similarity, 149, 158, 180,

189, 244
Transient, 260
Translational mode, 272
Triatomic molecule, 274
Triple cross product, 186
Turning angles, 213
Twin paradox, 285

Ultrarelativistic, 303
region, 308

Undetermined multipliers of
Lagrange, 46, 362

Unitary matrix, 412
Unstable moment of inertia

axis, 205

van der Pol
equation, 490
limit cycle, 491

Variable
canonical, 335
fast, 547
slow, 547
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Variation, 354
δ-type, 38, 44
�-type, 357, 359
integral, 44
line integral, 35

Variational
Hamiltonian, 353
principle, 5, 34–43, 51

Vector
4-vector

energy, momentum, 295,
300, 301

photon momentum, 304
table, 287
velocity, 286–288

addition, 163
axial, 168
conserved, 104
covariant, 289
field, table, 287
first rank tensor, 189
flux density, 569
Minkowski space, 286
polar, 167

radius, 73
rate of change, 171–174
system, 409, 410, 413
tangent, 286, 326

Velocity
addition law, 282
angular, 172, 187

critical, 221
rigid body, 172

areal, 73
critical angular, 221
field, 588
four-, 286
generalized, 25, 319

Vibration
anharmonic, 255
forced, 258, 264
free, 250, 253

modes, 260
linear triatomic molecule, 253
longitudinal mode, 257
number of normal

modes, 255
transverse mode, 257

Virial
Clausius, 84, 128
theorem, 83–86, 94, 472

Virtual
displacement, 16, 20
work principle, 17

Viscosity, 51, 265

Wavefunction, 613
Weak nuclear force, 300
Weber’s electrodynamics,

366
Wedge product, 295, 296
Wheatstone bridge, 66
Witten and Sander diffusion

model, 524
Wobble, Chandler, 208, 228
Work, 9

Yaw angle, 154, 603
Year, anomalistic, 131
Young’s modulus, 559, 560

Zeeman effect, 232
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